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Preface

Contract thOeory, information economics, incentive theory, and organization
theory have been highly successful and active research areas in economics,
finance, management, and corporate law for more than three decades. A
number of founding contributors have been rewarded with the Nobel prize
in economics for their contributions in this general area, including Ronald
Coase, Herbert Simon, William Vickrey, James Mirrlees, George Akerlof,
Joseph Stiglitz, and Michael Spence. There is now a vast literature relating
to contract theory in leading economics, finance, and law journals, and yet
a relatively small number of core notions and findings have found their way
into textbooks. The most recent graduate textbooks in microeconomics!
devote a few chapters to basic notions in incentive and information eco
nomics like adverse selection, moral hazard, and mechanism design, but this
material serves only as an introduction to these enormous topics.

The goal of this book is to provide a synthesis of this huge area by high
lighting the common themes and methodologies that unite this field. The
book can serve both as a complementary text for a graduate or advanced'
undergraduate course in microeconomics and for a graduate course in con
tract theory. Although we aim to provide very broad coverage of the
research literature, it is impossible to do justice to all the interesting arti-

° cles and all subfields that have emerged over the past 30 year,s. As a remedy
against the most obvious gaps and omissions, we make a liririted attempt to
provide a short guide to the literature at the end of each chapter. Even if
this book leaves out large portions of the literature, it still contains far too
much material for even a full-semester course in contract theory. Our inten
tion was to give instructors some discretion over which chapters to empha
size and to leave it to the students to do the background reading.

The bOok also presents methodological results in the key application
areas where they have been developed, be they in labor economics, organ
ization theory, corporate finance, or industrial organization, for example. In
this way, the book can also serve as a reference source for researchers inter
ested in the very many applications of contract theory in economics. The
philosophy of the book is to stress applications rather than general theo
rems, while providing a simplified yet self-contained treatment of the key
models and methodologies in the literature.

We owe an immeasurable intellectual debt to our advisers, Oliver Hart,
Andreu Mas-Colell, Eric Maskin, John Moore, and Jean Tirole. Their

1. See, for example, the books by Kreps (1990) and Mas-Colell, Whinston, and Green (1995).
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influence is visible on almost every page of this book. And although we
have not had the good fortune to have them as our advisers, the intellec
tual influence of Bengt Holmstrom, Jean-Jacques Laffont, Paul Milgrom,
James Mirrlees~ and Roger Myerson has been just as important. The inspir
ation and support of our coauthors, Philippe Aghion, Christopher Harris,
Ian Jewitt, Bruno Jullien, Patrick Legros, Steve Matthews, Patrick Rey, Alisa
Roell, Gerard Roland, Howard Rosenthal, David Scharfstein, Emst
Ludwig von Thadden, Michael Whinston, and Chenggang Xu, has been
invaluable. In particular, Philippe Aghion and Patrick Rey have played a
major role throughout the long gestation period of this book.

Over the .years, every chapter of the book has been tested in the class
room. We thank our students at ECARES (Universite Libre de Bruxelles),
Tilburg, Princeton, MIT, Helsinki, and the summer schools in Oberwesel
and Gerzensee for their comments. We also thank Philippe Aghion and
Oliver Hart for using our manuscript in their contract theory courses at
Harvard and for their feedback. We are grateful to Kenneth Ayotte, Estelle
Cantillon, Antonio Estache, Antoine Faure-Grimaud, Denis Gromb,
Christopher Hennessy, Andrei Hagiu, Jacques Lawarree, Joel Shapiro, Jean
Tirole, and three anonymous MIT Press readers for comments and advice.
We are particularly grateful to Kathleen Hurley, Diana Prout, and Ellen
Sklar for all their help in preparing the manuscript. We are also enormously
grateful to our editors, Terry Vaughn and John Covell, for their continuing
support and for making sure that we bring this project to completion.



1 Introduction

Economics is often defined as a field that aims to understand the process
by which scarce resources are allocated to their most efficient uses, and
markets are generally seen as playing a central role in this process. But,

. more fundamentally, the simple activity of exchange of goods and services,
whether on organized exchanges or outside a market setting, is the basic
first step in any production or allocation of resources. For a long time eco
nomic theory has been able to analyze formally only very basic exchange
activities like the barter of two different commodities between two indi
viduals at a given place and point in time. Most microeconomics textbooks!
begin with an analysis of this basic situation, representing it in the classic
"Edgeworth box." A slightly more involved exchange situation that can also
be represented in an Edgeworth box is between two individuals trading at
different points in time. Simple lending, investment, or futures contracts can
be characterized in this way. However, such a simple reinterpretation
already raises new issues, like the possibility of default or nondelivery by
the other party in the future.

Until the 1940s or 1950s only situations of simple exchange of goods
and services were amenable to formal analysis. More complex exchange
activities like the allocation and sharing of risk began to be analyzed for
mally only with the introduction of the idea of "state-con,tingent" com
modities by Arrow (1964) and Debreu (1959) and the formulation of a
theory of "choice under uncertainty" by von Neumann and Morgenstern
(1944) and others. The notion of exchange of state-contingent commodities
gave a precise meaning to the exchange and allocation of risk. Preference
orderings over lotteries provided a formal representation of attitudes
toward risk and preferences for risk taking. These conceptual innovations
are the foundations of modem theories of investment under risk and
portfolio choice.

In the late 1960s and 1970s yet another conceptual breakthrough took
place with the introduction of "private information" and "hidden actions"
in contractual settings. The notions of "incentive compatibility" and incen
tives for "truth telling" provided the basic underpinnings for the theory of
incentives and the economics of information. They also provided the first
formal tools for a theory of the firm, corporate finance, and, more gener
ally, a theory of economic institutions.

1. See, for example, Part 4 of the celebrated book by Mas-Colell, Whinston, and Green (1995).
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Finally, much of the existing theory of long-term or dynamic contracting
was developed in the 1980s and 1990s. Contract renegotiation, relational
contracts, and incomplete contracts provided the first tools for an analysis
of "ownership" and "control rights." These notions, in tum, complete the
foundations for a full-fledged theory of the firm and organizations.

There are by now many excellent finance and economics textbooks cov
ering the theory of investment under risk, insurance, and risk diversifica
tion. As this is already well-explored territory, we shall not provide any
systematic coverage of these ideas. In contrast, to date there are only a few
books covering the theory of incentives, information, and economic insti
tutions, which is generally referred to in short as contract theory.2 There has
been such a large research output on these topics in the last 30 years that
it is an impossible task to give a comprehensive synthesis of all the ideas
and methods of contract theory in a single book. Nevertheless, our aim is
to be as wide ranging as possible to give a sense of the richness of the
theory-its core ideas and methodology-as well as its numerous possible
applications in virtually all fields of economics.

Thus, in this book we attempt to cover all the major topics in contract
theory that are taught in most graduate courses. Part I starts with basic ideas
in incentive and information theory like screening, signaling, and moral
hazard. Part II covers the less well trodden material of multilateral con
tracting with private information or hidden actions. In this part we provide
an introduction to auction theory, bilateral trade under private information,
and the theory of internal organization of firms. Part III deals with long
term contracts with private information or hidden actions. Finally, Part IV
covers incomplete contracts, the theory of ownership and control, and con
tracting with externalities. Exercises are collected in a specific chapter at
the end of the book.

There is obviously too much material in this book for anyone-semester
course in contract theory. Rather than impose our own preferences and our
own pet topics, we thought that it would be better to cover all the main
themes of contract theory and let instructors pick and choose which parts
to cover in depth and which ones to leave to the students to read.

Consistent with our goal of providing broad coverage of the field, we have
aimed for a style of exposition that favors simplicity over generality or rigor.

2. See in particular the textbooks by Salanie (1997) and Laffont and Martimort (2002).
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Our primary goal is to illustrate the core ideas, the main methods in their
simplest self-contained form, and the wide applicability of the central
notions of contract theory. More often than not, research articles in con
tract theory are hard to penetrate even for a well-trained reader. We have
gone to considerable lengths to make the central ideas and methods in these
articles accessible. Inevitably, we have been led to sacrifice generality to
achieve greater ease of understanding. Our hope is that once the main ideas
have been assimilated the interested reader will find it easier to read the
original articles.

In the remainder of this chapter we provide a brief overview of the main
ideas and topics that are covered in the book by considering a single con
crete situation involving an employer and an employee. Depending on the
topic we are interested in we shall take the employer to be a manager hiring
a worker, or a farmer hiring a sharecropper, or even a company owner hiring
a manager. Throughout the book we discuss many other applications, and
this brief overview should not be taken to be the leading application of con
tract theory. Before we proceed with a brief description of the multiple
facets of this contracting problem, it is useful to begin by delineating the
boundaries of the framework and stating the main assumptions that apply
throughout this book.

The benchmark contracting situation that we shall consider in this
book is one between two parties who operate in a market economy with
a well-functioning legal system. Under such a· system, any contract the
parties decide to write will be enforced perfectly by a court, provided, of
course, that it does not contravene any existing laws. We shall assume
throughout most of the book that the contracting parties do not need to
worry about whether the courts are able or willing to enforce the terms
of the contract precisely. Judges are perfectly rational individuals, whose
only concern is to stick as closely as possible to the agreed terms of the
contract. The penalties for breaching the contract will be assumed to be
sufficiently severe that no contracting party will ever consider the pos
sibility of not honoring the contract. We shall step outside this framework
only occasionally to consider, for example, the case of self-enforcing
contracts.

Thus, throughout this book we shall assume away most of the problems
legal scholars, lawyers, and judges are concerned with in practice and con
centrate only on the economic aspects of the contract. We shall be primar
ily interested in determining what contractual clauses rational economic
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individuals are willing to sign and what types of transactions they are willing
to undertake.

If the transaction is a simple exchange of goods or services for money, we
shall be interested in the terms of the transaction. What is the price per unit
the parties shall agree on? Does the contract specify rebates? Are there
penalty clauses for late delivery? If so, what form do they take? And so on.
Alternatively, if the transaction is an insurance contract, we shall be inter
ested in determining how the terms vary with the underlying risk, with the
risk aversion of the parties, or with the private information the insuree or the
insurer might have about the exact nature of the risk. We begin by briefly
reviewing the simplest possible contractual situation an employer and
employee might face: a situation involving only two parties, transacting only
once, and facing no uncertainty and no private information or hidden actions.

1.1 Optimal Employment Contracts without Uncertainty, Hidden Information,
or Hidden Actions

Consider the following standard bilateral contracting problem between an
employer and employee: the employee has an initial endowment of time,
which she can keep for herself of sell to the employer as labor services,
because the employer can make productive use of the employee's time.
Specifically, we can assume therefore that the parties' utility functions
depend both on the allocation of employee time and on their purchasing
power. Let us denote the employer's utility function as Vel, t) where 1is the
quantity of employee time the employer has acquired and t denotes the
quantity of "money"-or equivalently the "output" that this money can
buy3-that he has at his disposal. Similarly, employee utility is u(l, t), where
1is the quantity of time the employee has kept for herself and t is the quan
tity of money that she has at her disposal.

Suppose that the initial endowment of the individuals is (4, (1) = (0, 1)
for the employer (hereafter individual 1) and (i2, (2) = (1, 0) for the
employee (hereafter individual 2). That is, without any trade, the employer
gets no employee time but is assumed to have all the money, while the
employee has all of her time for herself but has no money.

3. Indeed, the utility of money here reflects the utility derived from the consumption of a com
posite good that can be purchased with money.
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Both individuals could decide not to trade, in which case they would
each achieve a utility level of fj = U(O, 1) and a = u(1, 0), respectively. If,
however, both utility functions are strictly increasing in both arguments and
strictly concave, then both individuals may be able to increase their joint
payoff by exchanging labor services l for money/output. What will be the
outcome of their contractual negotiations? That is, how many hours of work
will the employee be willing to offer and what (hourly) wage will she be
paid?

As in most economics texts, we shall assume throughout this book that
contracting parties are rational individuals who aim to achieve the highest
possible payoff. The joint surplus maximization problem for both indivi
duals can be represented as follows. If we denote by li the amount of
employee time actually consumed and by ti the amount of output consumed
by each party i = 1,2 after trade, then the parties will solve the following
optimization problem:

(1.1)

subject to aggregate resource constraints:

II + l2 =[1 + [2 =1 and t1 + t2=(1 + (2 =1

Here J.L can reflect both the individuals' respective reservation utility levels,
fj and a. and their relative bargaining strengths.

When both utility functions are strictly increasing and concave, the
maximum is completely characterized by the first-order conditions

(1.2)

which imply

See Figure 1.1, where indifference curves are drawn.
In other words,joint surplus maximization is achieved when the marginal

rates of substitution between money and leisure for both individuals are
equalized.

There are gains from trade initially if
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Figure 1.1
Classical Edgeworth Box

How these gains are shared between the two individuals is determined by
}1. The employee gets a higher share of the surplus the higher j1 is. The
highest possible utility that the employee can get is given by the solution
to the following optimization problem:

maxu(l2, t2) subject to U(1-l2,1-t2)"2. U
f2,tz

Similarly, the highest payoff the employer can get is given by the solution
to

maxU(lb t1) subject to u(l-lb 1-t1 )"2. it
it,ll

These extreme problems can be interpreted as simple bargaining games
where one party has all the bargaining power and makes a take-it-or-leave
it offer to the other party. Note, however, that by increasing u in the
employer's constrained maximization problem or U in the employee's
problem one can reduce the surplus that either individual gets. Thus a given
division of the surplus can be parameterized by either j1, U, or u, depend
ing on how the joint surplus maximization problem is formulated.



7 Introduction

Throughout this book we shall represent optimal contracting outcomes
as solutions to constrained optimization problems like the two preceding
problems. We thus take as starting point the Coase theorem (1960), that is,
the efficient contracting perspective, as long as informational problems are
not present.4 Although this representation seems quite natural, it is impor
tant to highlight that behind it lie two implicit simplifying assumptions. First,
the final contract the parties end up signing is independent of the bargain
ing process leading up to the signature of the contract. In reality it is likely
that most contracts that we see partly reflect prior negotiations and each
party's negotiating skills. But, if the main determinants of contracts are the
parties' objectives, technological constraints, and outside options, then it is
not unreasonable to abstract from the potentially complex bargaining
games they might be playing. At least as a first approach, this simplifying
assumption appears to be reasonable.

Second, as we have already mentioned, the other relevant dimension of
the contracting problem that is generally suppressed in the preceding
formal characterization is the enforcement of the contract. Without legal
institutions to enforce contracts many gains from trade are left unexploited
by rational individuals because one or both fear that the other will fail to
carry out the agreed transaction. In the absence of courts or other modes
of enforcement, a transaction between two or more parties can take place
only if the exchange of goods or services is simultaneous. Otherwise, the
party who is supposed to execute her trade last will simply walk away. In
practice, achieving perfect simultaneity is almost impossible, so that impor
tant gains from trade may remain unexploited in the absence of an efficient
enforcement mechanism.

1.2 Optimal Contracts under Uncertainty

There is more to employment contracts than the simple characterization in
the previous section. One important dimension in reality is the extent to
which employees are insured against economic downturns. In most devel
oped economies employees are at least partially protected against the risk
of unemployment. Most existing unemployment insurance schemes are

4. As we shall detail throughout this book, informational problems will act as constraints on
the set of allocations that contracts can achieve.
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nationwide insurance arrangements, funded by employer and employee
contributions, and guaranteeing a minimum fraction of a laid-off
employee's pay over a minimum time horizon (ranging from one year to
several years with a sliding scale). A fundamental economic question con
cerning these insurance schemes is how much "business-cycle" and other
"firm-specific" risk should be absorbed by employers and how much by
employees. Should employers take on all the risk, and if so, why? One
theory, dating back to Knight (1921) and formalized more recently by
KiWstrom and Laffont (1979) and Kanbur (1979), holds that employers (or
"entrepreneurs") should take on all the risk and fully insure employees. The
reason is that entrepreneurs are natural "risk lovers" and are best able to
absorb the risk that "risk-averse" employees do not want to take.

To be able to analyze this question of optimal risk allocation formally
one must enrich the framework of section 1.1 by introducing uncertainty.
At one level this extension is extremely simple. All it takes is th~ intro
duction of the notions of a state of nature, a state space, and a state
contingent commodity. Arrow (1964) and Debreu (1959) were the first to
explore this extension. They define a state of nature as any possible future
event that might affect an individual's utility. The state space is then simply
the set of all possible future events, and a state-contingent commodity is a
good that is redefined to be a new commodity in every different state of
nature. For example, a given number of hours of work is a different com
modity in the middle of an economic boom than in a recession.

The difficulty is not in defining all these notions. The important concep
tual leap is rather to suppose that rational individuals are able to form a
complete description of all possible future events and, moreover, that all
have the same description of the state space. Once this common descrip
tion is determined, the basic contracting problem can be represented like
the preceding one, although the interpretation of the contract will be dif
ferent. More precisely, it is possible to represent a simple insurance
contract, which specifies trades between the employer and employee in
different states of nature, in an Edgeworth box. Before doing so, let us con
sider a pure insurance problem without production.

1.2.1 Pure Insurance

Consider the simplest possible setting with uncertainty. Assume that there
are only two possible future states of nature, 8L and 8H. To be concrete, let
8L represent an adverse output shock, or a "recession," and 8H a good output
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realization, or a "boom." For simplicity, we disregard time endowments.
Then the state of nature influences only the value of output each individ
ual has as endowment. Specifically, assume the following respective endow
ments for each individual in each state:

(tlB' tIL) = (2, 1), for individual 1

(tZH , tZL )=(2, 1), for individual 2

The variable tij therefore denotes the endowment of individual i in state of
nature ~. Note that in a "recession" aggregate output-2-is lower than in
a boom-4.

Before the state of nature is realized each individual has preferences over
consumption bundles (tL' tH) represented by the utility functions V(tL' tH)
for the employer and V(tL' tH) for the employee.

If the two individuals do not exchange any contingent commodities, their
ex ante utility (before the state of nature is realized) is 17 =V(2, 1) and v
= v(2, 1). But they can also increase their ex ante utility by coinsuring
against the economic risk. Note, however, that some aggregate risk is unin
surable: the two individuals can do nothing to smooth the difference in
aggregate endowments between the two states. Nevertheless, they can
increase their ex ante utility by pooling their risks. .

As before, the efficient amount of coinsurance is obtained when the
final allo~ations of each contingent commodity {(tIL, tZL), (tIH, tzH)} are such
that

(1.3)

which implies

V;L _~
V;H - VtH

See Figure 1.2, where indifference curves are drawn.
It should be clear by now that the analysis of pure exchange under cer

tainty can be transposed entirely to the case with uncertainty once one
enlarges the commodity space to include contingent commodities.

However, to obtain a full characterization of the optimal contracting
problem under uncertainty one needs to put more structure on this
framework. Indeed, two important elements are hidden in the preceding
characterization of the optimal insurance contract: one is a description of
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Figure 1.2
Optimal Coinsurance

ex post utility once the state of nature has been realized, and the other is
the probability of each state occurring.

The first complete framework of decision making under uncertainty,
which explicitly specifies the probability distribution over states and the ex
post utility in each state, is due to von Neumann and Morgenstern (1944).
It is this framework that is used in most contracting applications. Interest
ingly, even though there is by now a large literature exploring a wide range
of alternative models of individual choice and behavior under uncertainty,
there have been relatively few explorations of the implications for optimal
contracting of alternative models of behavior under uncertainty.

In the setup considered by von Neumann and Morgenstern, individual
ex post utility functions are respectively U(t) and u(t) for the employer and
employee, where both functions are increasing in t. If we callpj E (0,1) the
probability of occurrence of any particular state of nature 8j , the ex ante
utility function is simply defined as the expectation over ex post utility
outcomes:
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and

v(t2L , tZH) =PLU(t2L) +PHU(tZH)

The easiest way of thinking about the probability distribution {PJ is simply
as an objective distribution that is known by both individuals. But it is also
possible to think of {PJ as a subjective belief that is common to both indi
viduals. In most contracting applications it is assumed that all parties share
a common prior belief and that differences in (posterior) probability beliefs
among the parties only reflect differences in information. Although this
basic assumption is rarely motivated, it generally reflects the somewhat
vague idea that all individuals are born with the same "view of the world"
and that their beliefs differ only if they have had different life experiences.
Recently, however, there have been some attempts to explore the implica
tions for optimal contracting of fundamental differences in beliefs· among
contracting parties.

It is instructive to consider the optimal insurance conditions (1.3)
when the individuals' ex ante utility function is assumed to be the Von
Neumann-Morgenstern utility function that we have specified. In that
case the marginal rate of substitution between commodities 1 and 2 is
given by

~L _ PL U'(t1£)

~H - PH. U'(t1H)

As this expression makes clear, the marginal rate of substitution between
the two contingent commodities varies with the probability distribution.
Moreover, the marginal rate of substitution is constant along the 45° line,
where t1£ = tlH.

1.2.2 Optimal Employment Contracts under Uncertainty

Using the framework of von Neumann and Morgenstern, let us come back
to the contracting problem of section 1.1 with two goods, leisure l and a
consumption good t, which can be readily extended to include uncertainty
as follows:

Let (llL, t1L) and (llH, tlH) represent the two different state-contingent
time/output bundles of the employer, and (lzv tZL) and (lzH, tzH) the two
different state-contingent time/output bundles of the employee. Also let
(iij, iij) denote their respective initial endowments, (i = 1,2; j = L, H). Then
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the optimal insurance contract signed by the two individuals can be repre
sented as the solution to the optimal contracting problem:

max[PLV(llL' tIL) +PHV(lIH, tlH)]
lij ,/ij

subject to

PLU(l2L' tzL)+PHu(lzH, tzH)e:.u

and

(1.4)

Ilj +Izj =::; Ilj +Izj for j =L, H

tIj + tZj =::; tIj +tZj for j = L, H

where

u = PLu(l2L' tZL ) +PHu(lzH, tzH )

One important advantage of the von Neumann and Morgenstern formula
tion is that an individual's attitude toward risk can be easily characterized
by the curvature of the ex post utility function. Thus, if both V(·) and u(·)
are strictly concave, then both individuals are risk averse and want to share
risk, whereas if both V(·) and u(·) are strictly convex, then both individu
als are risk loving and want to trade gambles with each other.

For now, suppose that both individuals are risk averse, so that their ex
post utility functions are strictly concave. Then the contract-maximizing
joint surplus is fully characterized by the first-order conditions:

VI (llj, tIj ) u, (lZj, t Zj ) (1.5)
VI (llj, tIj ) UI (lZj , tZj )

VI (llj, tIj ) constant across e/ s (1.6)
UI (lZj, tZj )

VI (llj, tIj ) constant across e/ s (1.7)
UI(lZj, tZj )

Condition (1.5) is the familiar condition for efficient trade ex post. This
means that ex ante efficiency is achieved if and only if the contract is also
ex post efficient. We shall see that when incentive considerations enter into
the contracting problem there is usually a conflict between ex ante and ex
post efficiency.



13 Introduction

ConditiOlls (1.6) and (1.7) are conditions of optimal coinsurance. Condi
tion (1.7) is sometimes referred to as the Borch rule (1962): optimal coin
surance requires the equalization of the ratio of marginal utilities of money
across states of nature.

A risk-neutral individual has a constant marginal utility of money. Thus,
if one of the two individuals is risk neutral and the other individual is risk
averse, the Borch rule says that optimal insurance requires that the risk
averse individual must also have a constant marginal utility of money across
states of nature. In other words, the risk-averse individual must get perfect
insurance. This is exactly the solution that intuition would suggest.

To summarize, optimal contracting under uncertainty would result
in perfect insurance of the employee against economic risk only if the
employer is risk neutral. In general, however, when both employer and
employee are risk averse, they will optimally share business risk. Thus the
simple Knightian idea that entrepreneurs perfectly insure employees is
likely to hold only under special assumptions about risk preferences of
entrepreneurs.An individual's attitude toward risk is driven in part by initial
wealth holdings. Thus it is generally accepted that individuals' absolute risk
aversion tends to decrease with wealth. If extremely wealthy individuals are
approximately risk neutral and poor individuals are risk av~rse, then one
special case where the Knightian theory would be a good approximation is
when wealth inequalities are extreme ~nd a few very wealthy entrepreneurs
provide nearly perfect job security to a mass of poor employees.

It should be clear from this brief overview of optimal contracting under
uncertainty that the presumption of rational behavior and perfect enforce
ability of contracts is less plausible in environments with uncertainty than
in situations without uncertainty. In many contracting situations in practice
it is possible that the contracting parties will be unable to agree on a com
plete description of the state space and that, as a consequence, insurance
contracts will be incomplete. The rationality requirements imposed on the
contracting parties and the enforcement abilities assumed of the courts
should be kept in mind as caveats for the theory of contracting when faced
with very complex actual contractual situations where the parties may have.
limited abilities to describe possible future events and the courts have
limited knowledge to be able to effectively stick to the original intentions
of the contracting parties.

Another important simplifying assumption to bear in mind is that it is
presumed that each party knows exactly the intentions of the other
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contracting parties. However, in practice the motives behind an individual's
willingness to contract are not always known perfectly. As a consequence,
suspicion about ulterior motives often may lead to breakdown of contract
ing. These considerations are the subject of much of this book and are
briefly reviewed in the next sections of this chapter.

1.3 Information and Incentives

The preceding discussion highlights that even in the best possible con
tracting environments, where comprehensive insurance contracts can be
written, it is unlikely that employees will be perfectly insured against busi
ness risks. The reason is simply that the equilibrium price of such insurance
would be too high if employers were also averse to risk.

Another important reason employees are likely to get only limited insur
ance is that they need to have adequate incentives to work. If the output
produced by employees tends to be higher when employees exert them
selves more, or if the likelihood of a negative output shock is lower if
employees are more dedicated or focused on their work, then economic
efficiency requires that they receive a higher compensation when their
(output) performance is better. Indeed, if their pay is independent of per
formance and if their job security is not affected by their performance, why
should they put any effort into their work? This is a well-understood idea.
Even in the egalitarian economic system of the former Soviet Union the
provision of incentives was a generally recognized economic issue, and over
the years many ingenious schemes were proposed and implemented to
address the problem of worker incentives and also factory managers' incen
tives. What was less well understood, however, was the trade-off between
incentives and insurance. How far should employee insurance be scaled
back to make way for adequate work incentives? How could adequate work
incentives be structured while preserving job security as much as possible?
These remained open and hotly debated questions over the successive five
year plans.

Much of Part I of this book will be devoted to a formal analysis of this
question. Two general types of incentive problems have been distinguished.
One is the hidden-information problem and the other the hidden-action
problem. The first problem refers to a situation where the employee may
have private information about her inability or unwillingness to take on



15 Introduction

certain tasks. That is, the information about some relevant characteristics of
the employee (her distaste for certain tasks, her level of competence) are
hidden from her employer. The second problem refers to situations where
the employer cannot see what the employee does-whether she works or
not, how hard she works, how careful she is, and so on. In these situations
it is the employee's actions that are hidden from the employer.

Problems of hidden information are often referred to as adverse selec
tion, and problems of hidden actions as moral hazard. In practice, of course,
most incentive problems combine elements of both moral hazard and
adverse selection. Also, the theoretical distinction between a hidden-action
and a hidden-information problem can sometimes be artificial. Neverthe
less, it is useful to distinguish between these two types of incentive prob
lems, in part because the methodology that has been developed to analyze
these problems is quite different in each case.

1.3.1 Adverse Selection

Chapters 2 and 3 provide a first introduction to optimal contracts with
hidden information. These chapters examine optimal bilateral contracts
when one of the contracting parties has private information. Chapter 2
explores contracting situations where the party making thec.ontract offers
is the uninformed party. These situations are often referred to as screening
problems, since the uninformed party must attempt to screen the different
pieces of information the informed party has. Chapter 3 considers the oppo
site situation where the informed party makes the contract offers. These sit
uations fall under the general descriptive heading of signaling problems, as
the party making the offer may attempt to signal to the other party what it
knows through the type of contract it offers or other actions.

The introduction of hidden information is a substantial break from the
contracting problems we have already con.sidered. Now the underlying con
tracting situation requires specification of the private information one of
the parties might have and the beliefs of the other party concerning that
information in addition to preferences, outside options, initial endowments,
a state space, and a probability distribution over states of nature.

In the context of employment contracts the type of information that may
often be private to the employee at the time of contracting is her basic skill,
productivity, or training. In practice, employers try to overcome this infor
mational asymmetry by hiring only employees with some training or only
high school and college graduates.
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In a pathbreaking analysis Spence (1973,1974) has shown how education
can be a signal of intrinsic skill or productivity. The basic idea behind his
analysis is that more-able employees have a lower disutility of education
and therefore are more willing to educate themselves than less-able
employees. Prospective employers understand this and therefore are willing
to pay educated workers more even if education per se does not add any
value. We review Spence's model and other contracting settings with sig
naling in Chapter 3.

Another way for employers to improve their pool of applicants is to
commit to pay greater than market-clearing wages. This tends to attract
better applicants, who generally have better job opportunities and are more
likely to do well in interviews. Such a policy naturally gives rise to equilib
rium unemploYment, as Weiss (1980) has shown. Thus, as Akerlof, in his
1970 article, and Stiglitz, in many subsequent writings, had anticipated, the
presence of private information about employee characteristics can poten
tially explain at a microeconomic level why equilibrium unemploYment
and other forms of market inefficiencies can arise. With the introduction of
asymmetric information in contracting problems economists have at last
found plausible explanations for observed market inefficiencies that had
long eluded them in simpler settings of contracting under complete
information.

Or at least they thought so. Understandably, given the importance of the
basic economic issue, much of the subsequent research on contracting under
asymmetric information has tested the robustness of the basic predictions
of market inefficiencies and somewhat deflated early expectations about a
general theory of market inefficiencies.

A first fundamental question to be tackled was, Just how efficient can
contracting under asymmetric information be? The answer to this question
turns out to be surprisingly elegant and powerful. It is generally referred to
as the revelation principle and is one of the main notions in contract eco
nomics. The basic insight behind the revelation principle is that to deter
mine optimal contracts under asymmetric information it suffices to consider
only one contract for each type of information that the informed party
might have, but to make sure that each type has an incentive to select only
the contract that is destined to him/her.

More concretely, consider an employer who contracts with two possible
types of employees-a "skilled" employee and an "unskilled" one-and
who does not know which is which. The revelation principle says that it is
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optimal for the employer to consider offering only two employment con
tracts-one destined to the skilled employee and the other to the unskilled
one-but to make sure that each contract is incentive compatible. That is,
that each type of employee wants to pick only the contract that is destined
to her. Thus, according to the revelation principle, the employer's optimal
contracting problem reduces to a standard contracting problem, but with
additional incentive compatibility constraints.

As a way of illustrating a typical contracting problem with hidden infor
mation, let us simplify the previous problem with uncertainty with a simple
form of private information added. Suppose first that employee time and
output enter additively in both utility functions: define them as U[a8(1 -l)
- t] for the employer and u(8l + t) for the employee, where

• (1 - l) is the employee time sold to the employer, and l is the time the
employee keeps for herself;

• t is the monetary/output transfer from the employer to the employee;

• a is a positive constant; and

• 8 measures the "unit value of time," or the skill level of the employee.

The variable 8 is thus the state of nature, and we assume it is learned pri
vately by the employee before signing any contract. Specifically, the
employee knows whether she is skilled, with a value of time 8H , or unskilled,
with a value of time 8L < 8H• The employer, however, knows only that the
probability of facing a skilled employee is PH'

When the employer faces a skilled employee, the relevant reservation
utility is UH = u(8H), and when he faces an unskilled employee, it is aL =
u(8L).5 Assume that the employee's time is more efficient when sold to the
employer; that is, assume a > 1. Then, if the employer could also learn the
employee's type, he would simply offer in state 8j a contract with a trans
fer tj = 8j in exchange for all her work time (that is, l-lj = 1). Such a con
tract would maximize production efficiency, and since the employee's
individual rationality constraint, u(tj ) ~ u(8j ), would be binding under this
contract, it would maximize the employer's payoff.

When employee productivity is private .information, however, the
employer would not be able to achieve the same payoff, for if the employer
offers a wage contract tj = 8j in exchange for 1 unit of work time, all

5. Indeed, in state ej> the employee's endowment 12j =ej•
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employee types would respond by "pretending to be skilled" to get the
higher wage 8H•

Note that for the employee type to be truly private information it
must also be the case that the employee's output is not observable. If it
were, the employer could easily get around the informational asymmetry
by including a "money-back guarantee" into the contract should the
employee's output fall short of the promised amount. Assumptions similar
to the nono;bservability of output are required in these contracting prob
lems with hidden information. A slightly more realistic assumption serving
the same purpose is that the employee's output may be random and that
a "no-slavery" constraint prevents the employer from punishing the
employee ex post for failing to reach a given output target. If that is the
case, then an inefficient employee can always pretend that she was
"unlucky." Even if this latter assumption is more appealing, we shall simply
assume here for expositional convenience (as is often done) that output is
unobservable.

Under that assumption, the only contracts that the employer can offer
the employee are contracts offering a total payment of tel) in exchange for
(1 - i) units of work. Although this class of contracts is much simpler than
most real-world employment contracts, finding the optimal contracts in the
set of all (nonlinear) functions {t(l)} could be a daunting problem. Fortu
nately, the revelation principle offers a key simplification. It says that all the
employer needs to determine is a menu of two "point contracts": (tL' iL) and
(tH, iH), where, by convention, (tj> ij ) is the contract chosen by type j. The
reason why the employer does not need to specify a full (nonlinear) con
tract t(i) is that each type of employee would pick only one point on the
full schedule t(l) anyway. So the employer might as well pick that point
directly. However, each point has to be incentive compatible. That is, type
8H must prefer contract (tH' iH) over (tL' iL), and type 8L contract (tL' iL) over
(tH' iH).

Thus the optimal menu of employment contracts under hidden informa
tion can be represented as the solution to the optimal contracting problem
under complete information:

subject to

u(h8L + tL) ~ u(8L)
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arid

but with two additional incentive constraints:

and

The solution to this constrained optimization problem will produce the
most efficient contracts under hidden information. As this problem imme
diately reveals, the addition of incentive constraints will in general result
in less efficient allocations than under complete information. In general,
optimal contracts under hidden information will be second-best contracts,
which do not achieve simultaneously optimal allocative and distribu
tive efficiency. Much of Chapter 2 will be devoted to the analysis of the
structure of incentive constraints and the type of distortions that result
from the presence of hidden information. The general economic principle
that this chapter highlights is that hidden information results in a form
of informational monopoly power and allocative inefficiencies similar to
those produced by monopolies. In the preceding example, the employer
might choose to suboptimally employ skilled employees (by setting 1 - lH
< 1) to be able to pay unskilled employees slightly less.6 In a nutshell, the
main trade-off that is emphasized in contracting problems with hidden
information is one between informational rent extraction and allocative
efficiency.

6. One option is to have a contract with allocative efficiency, that is, lH = lL =0 and tH =
tL = OH. This leaves informational rents for the unskilled employee relative to her outside
opportunity. It may therefore be attractive to lower skilled employment (that is, set lH> 0)
at an allocative cost of (a - l)l~in order to lower tL without violating the incentive
constraint:

Intuitively, lowering skilled employment allows the employer to lower tH by a significant
amount, since the skilled employee has a high opportunity cost of time. Therefore, "pretend
ing to be skilled" becomes less attractive for the unskilled employee (who has a lower oppor
tunity cost of time), with the result that a lower transfer tL becomes compatible with the
incentive constraint. The trade-off between allocative efficiency and rent extraction will be
detailed in the next chapter.
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If the presence of hidden information may give rise to allocative ineffi
ciencies such as unemployment, it does not follow that public intervention
is warranted to improve market outcomes. Indeed, the incentive constraints
faced by employers are also likely to be faced by planners or public author
ities. It is worth recalling here that the centrally planned economy of the
Soviet Union was notorious for its overmanning problems. It may not have
had any official unemployment, but it certainly had huge problems of
underemployment. Chapters 7 and 13 will discuss at length the extent to
which market outcomes under hidden information may be first- or second
best efficient and when the "market mechanism" may be dominated by
some better institutional arrangement.

Our discussion has focused on a situation where the employee has an
informational advantage over the employer. But, in practice, it is often the
employer that has more information about the value of the employee's
work. Chapter 2 also explores several settings where employers have
private information about demand and the value of output. As we highlight,
these settings are perhaps more likely to give rise to unemployment.
Indeed, layoffs can be seen as a way for employers to credibly convey to
their employees that the economic environment of their firm has worsened
to the extent that pay cuts may be needed for the firm to survive.

1.3.2 Moral Hazard

Chapter 4 introduces and discusses the other major class of contracting
problems under asymmetric information: hidden actions. In contrast to
most hidden information problems, contracting situations with hidden
actions involve informational asymmetries arising after the signing of a
contract. In these problems the agent (employee) is not asked to choose
from a menu of contracts, but rather from a menu of action-reward
pairs.

Contracting problems with hidden actions involve a fundamental incen
tive problem that has long been referred to in the insurance industry as
moral hazard: when an insuree gets financial or other coverage against a
bad event from an insurer she is likely to be less careful in trying to avoid
the bad outcome against which she is insured. This behavioral response to
better insurance arises in almost all insurance situations, whether in life,
health, fire, flood, theft, or automobile insurance. When a person gets better
protection against a bad outcome, she will rationally invest fewer resources
in trying to avoid it. One of the first and most striking empirical studies of
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moral hazard is that of Peltzman (1975), who has documented how the
introduction of laws compelling drivers to wear seat belts has resulted in
higher average driving speeds and a greater incidence of accidents (involv
ing, in particular, pedestrians).

How do insurers deal with moral hazard? By charging proportionally
more for greater coverage, thus inducing the insuree to trade off the bene
fits of better insurance against the incentive cost of a greater incidence of
bad outcomes.

Incentive problems like moral hazard are also prevalent in employ
ment relations. As is now widely understood, if an employee's pay and
job tenure are shielded against the risk of bad earnings, then she will work
less in trying to avoid these outcomes. Moral hazard on the job was one of
the first important new economic issues that Soviet planners had to contend
with. If they were to abolish unemployment and implement equal treat
ment of workers, how could they also ensure that workers would work
diligently? As they reluctantly found out, there was unfortunately no
miracle solution. For a time ideological fervor and emulation of model
workers seemed to work, but soon major and widespread motivation prob
lems arose in an economic system founded on the separation of pay from
performance.

Employers typically respond to moral hazard on the job by rewarding
. good performance (through bonus payments, piece rates, efficiency wages,
stock options, and the like) and!or punishing bad performance (through
layoffs). As with insurance companies, employers must trade off the bene
fits of better insurance (in terms of lower average pay) against the costs in
lower effort provision by employees. The most spectacular form of incen
tive pay seen nowadays is the compensation of CEOs in the United States.
Arguably, the basic theory of contracting with hidden actions discussed in
Chapter 4 provides the main theoretical underpinnings for the types of
executive compensation packages seen today. According to the theory, even
risk-averse CEOs should receive significant profit- and stock-performance
based compensation if their (hidden) actions have a major impact on the
firm's performance.7

While it is easy to grasp at an intuitive level that there is a basic trade
off between insurance and incentives in most employment relations, it is

7. Actual CEO compensation packages have also shown some serious limitations, which the
theory has addressed too; more on this topic will follow.
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less easy to see how the contract should be structured to best trade off effort
provision and insurance.

Formally, to introduce hidden actions into the preceding employment
problem with uncertainty, suppose that the amount of time (1 - l) worked
by the employee is private information (a hidden action). Suppose, in addi
tion, that the employee chooses the action (1 - 1) before the state of nature
8j is realized and that this action influences the probability of the state of
nature: whep the employee chooses action (1 - 1), output for the employer
is simply 8Hwith a probability function PH[l -1], increasing in 1-1 (and 8L

with a probability functionpd1-1] =1-PH[1-1]).8 The usual interpreta
tion here is that (1-l) stands for "effort," and more effort produces higher
expected output, at cost 1-1 for the employee, say.9 However, it is not guar
anteed to bring about higher output, since the bad state of nature 8L may
still occur. Note that if output were to increase deterministically with effort
then the unobservability of effort would not matter because the agent's
hidden effort supply could be perfectly inferred from the observation of
output.

Since effort (1 - 1) is not observable, the agent can be compensated only
on the basis of realized output 8j • The employer is thus restricted to offer
ing a compensation contract t( 8j ) to the employee. Also the employer must
now take into account the fact that (1-1) will be chosen by the employee
to maximize her own expected payoff under the output-contingent com
pensation scheme t(8j ). In other words, the employer can now make only a
best guess that the effort level chosen by the employee is the outcome of
the employee's own optimization problem:

Therefore, when the employer chooses the optimal compensation contract
{t( 8j )} to maximize his expected utility, he must make sure that it is in the
employee's best interest to supply the right level of effort (1 -l). In other
words, the employer now solves the following maximization problem:

8. Where PH['] (respectively pd,]) is an increasing (respectively, decreasing) function of
(l-f).

9. For simplicity, we assume here that the opportunity cost of time for the employee is inde
pendent of the state of nature.
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subject to

pd1-1]u[t(8L )+1]+PH[1-1]u[t(8H)+1] 2:: "it =u(l)

and

(IR)

(IC)

As in contracting problems with hidden information, when the action sup
plied by the employee is not observable the employer must take into con
sideration not only the employee's individual rationality constraint but also
her incentive constraint.

Determining the solution to the employer problem with both constraints
is not a trivial matter in general. Chapter 4 provides an extensive discussion
of the two main approaches toward characterizing the solution to this
problem. For now we shall simply point to the main underlying idea that an
efficient trade-offbetween insurance and incentives involves rewarding the
employee most for output outcomes that are most likely to arise when she
puts in the required level of effort and punishing her the most for outcomes
that are most likely to occur when she shirks. The application of this princi
ple can give rise to quite complex compensation contracts ip.-general, often
more complex than what we see in reality. There is one situation, however,
where the solution to this problem is extremely simple: when the employee
is risk neutral. In that case it is efficient to have the employee take on all the
output risk so as to maximize her incentives for effort provision. That is,
when the employee is risk neutral, she should fully insure the employer.

One reason why this simple theory may predict unrealistically com
plex incentive schemes is that in most situations with hidden actions the
incentive problem may be multifaceted. CEOs, for example, can take
actions that increase profits, but they can also manipulate earnings, or "run
down" assets in an effort to boost current earnings at the expense of future
profits. They can also undertake high-expected-retum but high-risk invest
ments. It has been suggested that when shareholders or any other employer
thus face a multidimensional incentive prob~em, then it may be appro
priate to respond with both less "high powered" and simpler incentive
schemes. We explore these ideas both in Chapter 6, which discusses hidden
action problems with multiple tasks, and in Chapter 10, which considers
long-term incentive contracting problems where the employee takes re
peated hidden actions.



24 Introduction

Chapter 6 also considers multidimensional hidden information problems
as well as problems combining both hidden information and hidden actions.
All these problems raise new analytical issues of their own and produce
interesting new insights. We provide an extensive treatment of some of the
most important contracting problems under multidimensional asymmetric
information in the research literature.

Part I of our book also discusses contracting situations with an inter
mediate form of asymmetric information, situations where the informed
party can credibly disclose her information if she wishes to do so. These
situations, which are considered in Chapter 5, are mostly relevant for
accounting regulation and for the design of mandatory disclosure rules,
which are quite pervasive in the financial industry. Besides their obvious
practical relevance, these contractual situations are also of interest because
they deal with a very simple incentive problem, whether to disclose or hide
relevant information (while forging information is not an available option).
Because of this simplicity, the contractual problems considered in Chapter
5 offer an easy introduction to the general topic of contracting under asym
metric information. One of the main ideas emerging from the analysis of
contracting problems with private but verifiable information is that incen
tives for voluntary disclosure can be very powerful. The basic logic, which
is sometimes referred to as the "unraveling result," is that any seller of a
good or service (e.g., an employee) has every incentive to reveal good infor
mation about herself, such as high test scores or a strong curriculum vitae.
Employers understand this fact and expect employees to be forthcoming.
If an employee is not, the employer assumes the worst. It is for this reason
that employees have incentives to voluntarily disclose all but the worst
piece of private verifiable information. This logic is so powerful that it is
difficult to see why there should be mandatory disclosure laws. Chapter 5
discusses the main limits of the unraveling result and explains when manda
tory disclosure laws might be warranted.

Finally, it is worth stressing that although our leading example in this
introduction is the employment relation, each chapter contains several
other classic applications, whether in corporate finance, industrial organi
zation, regulation, public finance, or the theory of the firm. Besides helping
the readers to acquaint themselves with the core concepts of the theory,
these applications are also meant to highlight the richness and broad rele
vance of the basic theory of contracting under private information.
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1.4 Optimal Contracting with Multilaterai Asymmetric Information

The contracting situations we have discussed so far involve only one-sided
private information or one-sided hidden actions. In practice, however, there
are many situations where several contracting parties may possess relevant
private information or be called to take hidden actions. A first basic ques
tion of interest then is whether and how the theory of contracting with one
sided private information extends to multilateral settings. Part II of this
book is devoted to this question. It comprises two chapters. Chapter 7 deals
with multilateral private information and Chapter 8 with multilateral hidden
actions. Besides the obvious technical and methodological interest in ana
lyzing these more general contractual settings, fundamental economic
issues relating to the constrained efficiency of contractual outcomes, the
role of competition, and the theory of the firm are also dealt with in these
chapters.

While the general methodology and most of the core ideas discussed in
Part I extend to the general case of multilateral asymmetric information,
there is one fundamental difference. In the one-sided private information
case the contract design problem reduces to a problem of controlling the
informed party's response, while in the multilateral situation the contract
ing problem becomes one of controlling the strategic behavior of several
parties interacting with each other. That is, the contract design problem
becomes' one of designing a game with incomplete information.

One of the main new difficulties then is predicting how the game will be
played. The best way of dealing with this issue is in fact to design the con
tract in such a way that each player has a unique dominant strategy. Then
the outcome of the game is easy to predict, since in essence all strategic
interactions have then been removed. Unfortunately, however, contracts
where each party has a unique dominant strategy are generally not efficient.
Indeed, in a major result which builds on Arrow's (1963) impossibility
theorem, Gibbard (1973) and- Satterthwaite (1975) have shown that it is
impossible in general to attain the full-information efficient outcome when
there are more than two possible allocations to choose from and when the
contracting parties' domain of preferences is unrestricted (that is, when the
set of possible types of each contracting party is very diverse). Rather than
stick to predictable but inefficient contracts, it may then generally be desir
able to agree on contracts where the outcome is less predictable but on



26 Introduction

average more efficient (that is, contracts where each party's response
depends on what the other contracting parties are expected to do). From a
theorist's perspective this is a mixed blessing because the proposed efficient
contracts (or "mechanisms," as they are often referred to in multilateral set
tings) may be somewhat fragile and may not always work in practice as the
theory predicts.

1.4.1 Auctions and Trade under Multilateral Private Information

Perhaps the most important and widely studied problem of contracting with
multilateral hidden information is the design of auctions with multiple
bidders, each with his or her own private information about the value of
the objects that are put up for auction.10 Accordingly, Chapter 7 devotes
considerable space to a discussion of the main ideas and derivation of key
results in auction theory, such as the revenue equivalence theorem or the
winner's curse. The first result establishes that a number of standard auc
tions yield the same expected revenue to the seller when bidders are risk
neutral and their valuations for the object are independently and identi
cally distributed. The second idea refers to the inevitable disappointment
of the winner in an auction where bidders value the object in a similar way
but have different prior information about its worth: when she learns that
she won she also finds out that her information led her to be overoptimistic
about the value of the object.

In recent years there has been an explosion of research in auction theory
partly because of its relevance to auction design in a number of important
practical cases. Covering this research would require a separate book, and
Chapter 7 can serve only as an introduction to the subject.

Auction design with multiple informed bidders is by no means the only
example of contracting with multilateral hidden information. Another
leading example, which is extensively discussed in Chapter 7, is trade in sit
uations where each party has private information about how much it values
the good or the exchange.

A major economic principle emerging from the analysis of contracting
with one-sided hidden information is the trade-off between allocative effi
ciency and extraction of informational rents. If the bargaining power lies

10. Despite its relative fragility, the theory of contracting with multilateral hidden informa
tion has proved to be of considerable practical relevance, as for example in the design of spec
trum and wireless telephone license auctions (see for example Klemperer, 2002).
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wIth the uninformed party, as we have assumed, then that party attempts
to appropriate some of the informational rents of the informed party at the
expense of allocative efficiency. But note that if the informed party (e.g.,
the employee in our example) has all the bargaining power and makes the
contract offer, then the contracting outcome is always efficient. So, if the
overriding objective is to achieve a Pareto efficient outcome (with, say, no
unemployment), then there appears to be a simple solution when there is
only one-sided hidden information: simply give all the bargaining power to
the informed party.

In practice, however, besides the difficulty in identifying who the in
formed party is, there is also the obvious problem that generally all parties
to the contract will have some relevant private information. Therefore, the
natural contracting setting in which to pose the question of the efficiency
of trade under asymmetric information and how it varies with the bargain
ing power of the different parties is one of multilateral asymmetric infor
mation. A fundamental insight highlighted in Chapter 7 is that the main
constraint on efficient trade is not so much eliciting the parties' private
information as ensuring their participation. Efficient trade can (almost)
always be achieved if the parties' participation is obtained before they learn
their information, while it cannot be achieved if particip~tion is decided
when they already know their type.

Applying this insight to our labor contracting.example, the analysis in
Chapter '7 indicates that labor market inefficiencies like unemployment are
to be expected in an otherwise frictionless labor market when employers
have market power and employees private information about their pro
ductivity, or when there is two-sided asymmetric information. It must be
stressed, however, that policy intervention that is not based on any infor
mation superior to that available to the contracting parties will not be able
to reduce or eliminate these inefficiencies. But labor market policies that
try to intensify competitive bidding for jobs or for employees should lower
inefficiencies caused by hidden information.

Moral Hazard in Teams, Tournaments, and Organizations

Contracting situations where several parties take hidden actions are often
encountered in firms and other organizations. It is for this reason that the
leading application of contracting problems involving multisided moral
hazard is often seen to be the internal organization of firms and other eco
nomic institutions. Some prominent economic theorists of the firm like
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Alchian and Demsetz (1972) or Jensen and Meckling (1976) go as far as
arguing that the resolution of moral-hazard-in-teams problems (where
several agents take complementary hidden actions) is the raison d'etre of
a firm. They contend that the role of a firm's owner or manager is to mo:pitor
employees and make sure that they take efficient actions that are hidden
to others. Hence, the analysis of contracting problems with multisided moral
hazard is important if only as an indirect vehicle for understanding eco
nomic organizations and firms.

Accordingly, Chapter 8 covers multiagent moral hazard situations with a
particular focus on firms and their internal organization. To illustrate some
of the key insights and findings covered in this chapter, consider the situa
tion where our employer now contracts with two employees, A and B, each
supplying a (hidden) "effort" (1-lA ) and (1-lB). A key distinction in con
tracting problems with multisided moral hazard concerns the measure of
performance: Is each employee's performance measured separately, or is
there a single aggregate measure of both employees' contributions?

In the former case, when the output of each employee is observable and
is given by, say, 8Aj with probability PAj and 8Bj with probability PBj, for j =

L, H, the employer's problem is similar to the single-agent moral hazard
problem described earlier, with the new feature that now the employer can
also base compensation on each employee's relative performance:

8Aj -8Bj

An important class of incentive contracting situations in which agents are
rewarded on the basis of how well they did relative to others is rank-order
tournaments. Many sports contests are of this form, and promotions of
employees up the corporate ladder can also be seen as a particular form of
tournament.

Thus, in our employment problem with two employees and observable
individual outputs, the employer may be able to provide better incentives
with less risk exposure to the two employees by basing compensation on
how well they perform relative to each other. This possibility can be seen
as one reason why firms like to provide incentives to their employees
through promotion schemes, appointing only the better employees to
higher paying and more rewarding jobs. The reason why relative perform
ance evaluation improves incentives is that when employees are exposed
to the same exogenous shocks affecting their performance (changes in
demand for their output or quality of input supplies, say), it is possible to
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shield them against these risks by filtering out the common shock from their
performance measure. To see how this works, think that the probability PAj

(resp.,PBj) depends not only on individual effort (1-lA ) [resp., (1-lB)] but
also on a random variable that affects both agents. In this case, it makes
sense to link an employee's compensation positively to her own perform
ance but negatively to the other employee's performance. Chapter 8 dis
cusses extensively how to make the best use of relative performance
measures in general problems with multisided moral hazard.

It is worth noting here that as compelling and plausible as the case for
relative performance may be, many critical commentators on CEO com
pensation in the United States have pointed to the absence of such relative
performance evaluation for CEOs. For example, Bebchuk, Fried, and
Walker (2002) have criticized CEO compensation contracts in the United
States for not optimally correcting compensation by filtering out common
stock market shocks through indexing. They argue that this is a major devi
ation from optimal incentive contracting and is evidence of a failure in cor
porate governance in most large U.S. companies. Others, however, have
rationalized the absence of explicit indexing as an optimal way of getting
managers to do their own hedging when this is cheaper, or as an optimal
response to competitive pressures in the market for CEOs (see Garvey and
Milbourn, 2003; Jin, 2002).

Let us now tum to the second case; where observable output is a single
aggregate measure given by

with the probability of higher realizations that depends positively on each
employee's effort. Then the employer faces a moral-hazard-in-teams
problem. Indeed, the amount of time worked by either of the two employ
ees is a public good because, by raising joint output, it benefits both employ
ees. As is easy to understand, in such situations a major difficulty for the
employer is to prevent free riding by one employee on the other employee's
work.

Alchian and Demsetz (1972) proposed thatfree riding of employees can
be prevented through monitoring by the employer. That is, the employer's
main role in their view is one of supervising employees and making sure
that they all work. They also argue that the employer should be the resid
ual claimant on the firm's revenues and that employees should be paid fixed
wages to make sure that the employer has the right incentives to monitor.
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When monitoring is too costly or imperfect, however, then employees also
need to be motivated through compensation based on aggregate perform
ance. An important insight of Holmstrom (1982), which we discuss in
Chapter 8, is that optimal provision of incentives by giving shares of aggre
gate output to employees requires budget breaking in general. That is, the
sum of the shares of the team members should not always add up to one.
The residual should then be sold to a third party, which can be thought of
as outside shareholders.

When the number of employees to be monitored is large, it is not rea
sonable to think that a single employer is able to effectively monitor all
employees. Multiple supervisors are then required, and someone will have
to monitor the monitors. If the number of supervisors is itself large, then
multiple monitors of supervisors will be needed. And so on. Thus, by spec
ifying the span ofcontrol of any supervisor (the number of employees that
can reasonably be monitored by a single supervisor) and the loss ofcontrol
as more tiers of supervisors are added (intuitively, there will be an overall
reduction in efficiency of supervision of bottom-layer employees as more
layers are added between the top and the bottom of the hierarchy), one can
develop simultaneously a simple theory of the optimal firm size and the
optimal hierarchical internal organization of the firm. Again, Chapter 8
gives an extensive treatment of this theory of organizations.

One of the reasons why there may be a loss of control as more supervi
sory tiers are added is that midlevel supervisors may attempt to collude with
their employees against top management or the firm's owners. Recent cor
porate scandals in the United States have painfully reminded investors of
the risk of collusion between auditors and the agents they are meant to
monitor. These examples vividly draw attention to the importance of con
sidering the possibility of collusion in multiagent contracting situations.
Chapter 8 provides an extensive discussion of some of the main models of
optimal contracting with collusion. It emphasizes in particular the idea that
beyond incentive and participation constraints, optimal multilateral con
tracts are also constrained by "no-collusion constraints."

1.5 The Dynamics of Incentive Contracting

In practice, many if not most contracting relations are repeated or long
term. Yet the theory we develop in the first two parts of the book deals only
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with static or one-shot contracting situations. In Part III we provide sys
tematic coverage of long-term incentive contracting, mostly in a bilateral
contracting framework. In Chapter 9 we discuss dynamic adverse selection
and in Chapter 10 dynamic moral hazard.

Methodologically, there is no significant change in analyzing optimal mul
tiperiod contracts as long as the contracting parties can commit to a single
comprehensive long-term contract at the initial negotiation stage. As we
have already noted in the context of intertemporal coinsurance contracting
problems, when full commitment is feasible the long-term contract can
essentially be reduced to a slightly more complex static contract involving
trade of a slightly richer basket of state-contingent commodities, services,
and transfers. What this conclusion implies in particular for contracting
under hidden information is that the revelation principle still applies under
full commitment.

However, if the contracting parties are allowed to renegotiate the initial
contract as time unfolds and new information arrives, then new conceptual
issues need to be addressed and the basic methodology of optimal static
contracting must be adapted. Mainly, incentive constraints must then be
replaced by tighter renegotiation-proofness constraints.

A number of new fundamental economic issues arise w4en the parties
are involved in a long-term contractual relation. How is private informa
tion revealed over time? How is the constrained efficiency of contractual
outcomes affected by repeated interactions? How does the possibility of
renegotiation limit the efficiency of the overall long-term contract? To what
extent can reputation serve as a more informal enforcement vehicle that is
an alternative to courts? We discuss these and other issues extensively in
this third part of the book.

1.5.1 Dynamic Adverse Selection

There are two canonical long-term contracting problems with hidden
information: one where the informed party's type does not change over
time and the other where a new type is drawn every period. In the first
problem the main new conceptual issue to be addressed relates to
learning and the gradual reduction of the informed party's informational
advantage over time. The second class of problems is conceptually much
closer to a static contracting problem, as the information asymmetry
between the two contracting parties remains stationary. The main novel
economic question in this class of problems concerns the trade-off
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between within-period and intertemporal insurance or allocative
efficiency.

To see one important implication of learning of the informed party's type
over time, consider again our employment-contracting problem with
private information of the employee's productivity. That is, suppose that the
employee can supply labor (1 - l) to produce output a8H(1 - 1) when she
is skilled and output a8L(1 - 1) when she is unskilled at opportunity cost
(1-l)8j (j ~ H,L), where her productivity and opportunity cost of labor are
hidden information. And suppose, as before, that the employer knows only
the probability of facing a skilled employee,PH' As we have seen, in a static
contracting situation the employer would pursue an optimal trade-off
between rent extraction and allocative inefficiency with a menu of employ
ment contracts.The contract for the skilled employee would specify an inef
ficiently low level of employment, and the contract for the unskilled
employee would leave her an informational rent relative to her outside
opportunity.

Now, consider a twice-repeated relation with spot contracting in each
period. In this situation the menu of contracts that we have described would
no longer be feasible in the first period: indeed, if in the first period the
type-j employee chooses option (lj, tj), she will have identified herself to the
employer. In the second period the employer would then know her outside
opportunity, and would in particular not leave any informational rent
anymore to the unskilled employee. Therefore, unless the employer
commits not to respond in this way, the unskilled employee will be reluc
tant to reveal her type by separating. Consequently more pooling of types
is to be expected in early stages of the contracting relation.

Note that this commitment issue is a very general one that arises in many
different contexts. It was known for example to analysts of the Soviet
system as the ratchet effect (see Weitzman, 1976), which denotes the behav
ior of central planners that dynamically increase firm performance targets
when they realize that they are facing very productive firms.

Under full commitment to a comprehensive long-term contract the
preceding problems disappear. But full commitment will not be feasible
if the contracting parties are allowed to sign long-term contracts but
cannot commit not to renegotiate them in the future if they identify Pareto
improving opportunities. Indeed, in our employment example, the con
tracting parties will always want to renegotiate the optimal long-term
contract, as this contract specifies an inefficiently low labor supply for the
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skilled empioyee. Once the high skill of the employee is revealed, there are
gains from trade to renegotiating the contract to a higher level of labor
supply. But if this renegotiation is anticipated, then the unskilled employee
will again want to pretend to be skilled. In general, then, the optimal
renegotiation-proof contract will differentiate the types less in the early
stages of the relation, and the hidden information about the employee's
type will only gradually be revealed to the employer. Chapter 9 provides
an extensive discussion of the dynamics of contracting under adverse selec
tion. It also illustrates the relevance of these ideas with several applications.

One general lesson emerging from our analysis in this chapter is that
there are no gains from enduring relationships when the type of the
informed party is fixed. Indeed, the best the contracting parties can hope
to achieve is to repeat the optimal static contract. In contrast, when
the informed party's type changes over time, there are substantial gains
from repeating the relationship. While it is stretching our imagination to
think that an employee's intrinsic productivity may change randomly over
time, it is much more plausible to think of the hidden type as an un
observable income shock and to think of the contracting problem as an
insurance problem with unobservable income shocks. Indeed, the first
formal model of this problem by Townsend (1982) considers exactly this
application.

The starting point of this analysis is that there can be no gains from con
tracting at all in a one-shot contracting relation because the informed party
will always claim to have had a low income realization in order to receive
an insurance compensation. But even in a twice-repeated contracting rela
tion there can be substantial gains from insurance contracting. The reason
is that in a relation that is repeated twice or more, greater insurance against
income shocks within the first period can be traded off against better
intertemporal allocation of consumption. In very concrete terms an indi
vidual who gets a low-income shock in the first period can borrow against
her future income to smooth consumption. Vice versa, an individual who
gets a high income in the first period can save some of this income toward
future consumption. The key insight of Townsend and the subsequent.
literature on this problem is that borrowing and lending in a competitive
debt market provides inefficiently low insurance. The optimal long-term
incentive-compatible contract would provide more within-period insur
ance against low-income shocks. As we highlight in Chapter 9, this in
sight is particularly relevant for understanding the role of banks and their
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greater ability in providing liquidity (that is, within-period insurance)
than financial markets.

1.5.2 Dynamic Moral Hazard

Dynamic contracting problems with moral hazard have a similar structure
to dynamic adverse selection problems where the type of the informed
party is drawn randomly every period. As with these contracting problems,
there are gains from enduring relations, and the optimal long-term contract
induces a similar distortion in intertemporal consumption allocations rela
tive to what would obtain under repeated-spot-incentive contracting and
simple borrowing and lending. That is, an optimal long-term employment
contract with hidden actions by the employee will induce her to consume
relatively more in earlier periods. If the employee were free to save any
amount of her first-period income at competitive market rates, then she
would choose to save more than is optimal under a long-term incentive con
tract, which would directly control her savings. The broad intuition for this
general result is that by inducing the employee to consume more in early
periods the employer can keep her "hungry" in subsequent periods and thus
does not need to raise her level of compensation to maintain the same
incentives.

Chapter 10 begins with a thorough analysis of a general twice-repeated
contracting problem with moral hazard and of the general result we just
mentioned. It then proceeds with a detailed discussion of the different
effects in play in a repeated relation with moral hazard and identifies two
important sources of gains and one important source of losses from an
enduring relation. A first positive effect is that repetition of the relation
makes the employee less averse to risk, since she can engage in "self
insurance" and offset a bad output shock in one period by borrowing
against future income. A second potential positive effect comes from better
information about the employee's choice of action obtained from re
peated output observations. Offsetting these two positive effects, however,
is a negative effect, which comes from the greater flexibility afforded the
employee to act in response to dynamic incentives. In an enduring relation
she can slack off following a good performance run or make up for poor
performance in one period by working extra hard the next period.

It is this ability to modulate her effort supply in response to good or
bad output changes that drives a striking insight due to Holmstrom
and Milgrom (1987) concerning the shape of the optimal long-term incen-
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tive contract. One would think that when the relation between an employer
and employee is enduring, the complexity of the employment contract
would grow with the length of the relation, so much so that the optimal con
tract predicted by incentive theory in any realistic setup would become
hopelessly complex. One might then fear that this extreme complexity
could easily defeat the practical use of the theory. Holmstrom and Milgrom,
however, argue that as the employee's set of possible actions grows with
the length of the relation, the set of incentive constraints that constrict
the shape of the optimal contract becomes so large that the incentive
compatible long-term contract ends up taking a simple linear form in final
accumulated output. In short, under an enduring relation the optimal long
term contract gains in simplicity. This observation, which tends to accord
well with the relative simplicity of actual employment contracts, is,
however, theoretically valid only under some specific conditions on prefer
ences and technology.

Another important simplification that is available under fairly general
conditions is that the incentive effects under an optimal long-term incen
tive contract may be replicable with a sequence of spot contracts. This
observation may be of particular relevance for evaluating long-term CEO
compensation contracts. A common practice is to let CEO,S ,exercise their
stock options and sell their equity stake early but to "reload" their stock
options to provide continuing incentives to CEOs.This has been viewed as
an inefficient practice by some commentators (e.g., Bebchuk, Fried, and
Walker, 2002), but it may also be seen as consistent with the idea of repli
cation of the efficient long-term contract through a sequence of short-term
contracts.

Explicit long-term employment contracts may also take a simple form in
practice because in an ongoing employment relation efficiency may be
attained by providing a combination of explicit and implicit incentives. The
explicitly written part of the contract may then appear to be simple because
it is supplemented by sophisticated implicit incentives. Loosely speaking,
the term "implicit incentives" refers to notions like reputation building,
career concerns, informal rewards, and quid prf? quos. In reality many long-,
term employment relations do not provide a complete specification of
employer obligations and employee duties. Instead they are sustained by
implicit rules and incentives. Reliance on such incomplete explicit contracts
may often be a way of economizing on contract-drafting costs. Accordingly,
Chapter 10 provides an extensive treatment of so-called relational contracts,
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which combine both explicit and implicit incentives, and of the implicit
incentives derived from "market" perceptions about employee "talent" and
their implications, for example, in terms of outside offers.

The chapter also deals with renegotiation. As with dynamic adverse selec
tion, the possibility of renegotiation undermines efficient incentive provi
sion. Once a risk-averse employee has taken her action, there is no point
in further exposing her to unnecessary output risk, and gains from renego
tiation open up. by letting the employer provide better insurance to the
employee. But if such renegotiation is anticipated, then the employee will
have lower incentives to put in effort. This issue is particularly relevant for
CEO compensation where the "action" to be taken by the CEO may be the
implementation of a new investment project or a new business plan. Once
the project has been undertaken, there is no point in exposing the CEO to
further risk, and it may be efficient to let her sell at least part of her equity
stake. This is indeed the prediction of optimal incentive contracting with
renegotiation, as we explain in Chapter 10.

1.6 Incomplete Contracts

Our discussion of explicit and implicit incentives already alludes to the fact
that most long-term contracts in practice are incomplete, in that they do not
deal explicitly with all possible contingencies and leave many decisions and
transactions to be determined later. It is easy to understand intuitively why
this is the case. Most people find it hard to think through even relatively
simple dynamic decision problems and prefer to leave many decisions to
be settled at a later stage when they become more pressing. If this is true
for dynamic decision problems, then this must be the case a fortiori for
dynamic contracting problems, where the parties must jointly think through
and agree on future transactions or leave them to be determined at a later
stage.

Our formulation of optimal contracting problems in the first three parts
of the book abstracts from all these issues. There are no contract-drafting
costs, there are no limits on contract enforcement, and parties are able to
instantly determine complex optimal long-term contracts. This is clearly a
drastic albeit convenient simplification. In the fourth and final part of the
book we depart from this simple framework and explore the implications
of contractual incompleteness.
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As in Part III, Part IV is concerned with long-term contracts. But the
focus is different. When contracts are incomplete, some transactions and
decisions must be determined by the contracting parties at some later stage.
The question then arises, Who makes these decisions? The principal focus
of this part of the book will be to address this question. The form of the
(incomplete) long-term contract will be prespecified exogenously in at least
some dimensions, and the optimizing variables will be mainly the allocation
among contracting parties of ownership titles, control rights, discretion,
authority, decision-making rules, and so on.

Hence, the formulation of the basic incomplete contracting problem
involves a major methodological change. Indeed, to emphasize this change
we consider mostly problems involving little or no asymmetric information
at the contracting stage. This part of the book also involves a fundamental
substantive change: In the first three parts the focus was exclusively on mon
etary rewards for the provision of incentives. In contrast, in Part IV the
focus will be on the incentive effects of control and ownership protections.
In other words, this partemphasizes other institutional factors besides mon
etary remuneration in the provision of incentives. In a nutshell, the incom
plete contracting approach offers a vehicle to explore the analysis of
economic institutions and organizations systematically.

1.6.1 Ownership and Employment

In Chapter 11 we begin our treatment of incomplete contracts by assum
ing that an inability to describe certain events accurately before the fact is
the principal reason why contracts are incomplete. We shall, however,
assume that after the fact these events are easily described and their impli
cations fully understood. It has been a matter of debate how much limita
tions on language are a constraint for drafting fully comprehensive
contracts both in theory and in practice. We provide an extensive discus
sion of this debate in Chapter 12.

In Chapter 11 we specify exogenously which events the contract cannot
be based on and focus on the implications of contractual incompleteness
for institution design. We shall be interested primarily in the role of two·
ubiquitous institutions of market economies, ownership rights and employ
ment relations.

The first formal model of an incomplete contracting problem by Simon
(1951) deals with a fundamental aspect of the employment relation we have
not hitherto considered: the authority relation between the employer and
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employee. So far we have described an employment contract like any other
contract for the provision of an explicit service or "output." But in reality
most employment contracts define only in very broad terms the duties of
the employee and leave to the discretion of the employer the future deter
mination of the specific tasks of the employee. In short, employment con
tracts are higWy incomplete contracts where the employee agrees to put
herself under the (limited) authority of the employer. Employment con
tracts thus' specify a different mode of transaction from the negotiation
mode prevalent in spot markets. It is for this reason that Simon, Coase,
Williamson, and others have singled out the employment relation as the
archetypaJ. form of an economic institution that is different from market
exchange.

Simon views the choice between the two modes of transaction as a com
parison between two long-term contracts: a "sales contract," in which the
service to be provided is precisely specified in a contract, and an "employ
ment contract," in which the service is left to the discretion of the buyer
(employer) within some contractually specified limits. The employment
contract is preferred when the buyer is higWy uncertain at the time of con
tracting about which service he prefers and when the seller (employee) is
close to indifferent between the different tasks the employer can choose
from. Chapter 11 discusses the strengths and limitations of Simon's theory
and provides an extensive treatment of a "modernized" version of his
theory that allows for ex ante relation-specific investments and ex post re
negotiation. Chapter 12 further builds on Simon's theory by explicitly
modeling "orders" or "commands" given by the employer, to which the
employee responds by either "quitting" or "executing" the order.

The notion that the presence of relation-specific investments creates the
need for modes of exchange other than trade in spot markets has been artic
ulated and emphasized forcibly in Williamson's writings (1975,1979,1985).
In a pathbreaking article that builds on his insights, Grossman and Hart
(1986) developed a simple theory and model of ownership rights based on
the notion of residual rights ofcontrol. They define a firm as a collection of
assets owned by a common owner, who has residual rights of control over
the use of the assets. A key new notion in their article is that ownership
serves as a protection against future holdups by other trading partners and
thus may give stronger incentives for ex ante relation-specific investments.
That is, the owner of an asset has a bargaining chip in future negotiations
over trades not specified in the initial incomplete contracts. He can sell
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access to the productive asset to future trading partners who need the asset
for production. The owner can thus protect the returns from ex ante
relation-specific investments.

Building on these notions, Grossman and Hart are able to provide a
simple formal theory of the costs and benefits of integration and the bound
aries of the firm. Chapter 11 provides an extensive treatment of this theory.
The advantage of integration is that the bargaining position of the owner
of the newly integrated firm is strengthened. This stronger position may
induce him to invest more. The drawback, however, is that the previous
owner's bargaining position is weakened. This agent may therefore invest
less. Depending on the relative size of these costs and benefits of integra
tion, Grossman and Hart are able to determine when it is optimal to
integrate or not. They are thus able to articulate for the first time a simple
and rigorous theory of the boundaries of the firm, which has been further
elaborated by Hart and Moore (1990) and synthesized by Hart (1995).

1.6.2 Incomplete Contracts and Implementation Theory

While this theory of the firm has improved our understanding of the special
role of ownership, a major theoretical issue remains only partially resolved,
at least in its initial versions. As Maskin and Tirole (1999a) hav.~ pointed out,
there isa basic logical tension in the theory. On the one hand, contracting
parties are assumed to be able to fully anticipate the consequences of their
current actions for the future, like the potential for holdups or the protec
tions given by ownership. And yet, on the other hand, they are also assumed
to be unable to limit expected future abuse by trading partners with explicit
contractual clauses. All they can do to improve their future negotiating posi
tion is to trade a very standardized contract: ownership titles.

We discuss the delicate theoretical issues relating to this basic logical
tension in Chapter 12. This chapter begins by covering the theory of Nash
implementation (Maskin, 1977) and its subsequent developments. This
theory deals with issues of contract design in situations where an event is
difficult to describe ex ante (or identify by a third party) but easily recog
nized by all contracting parties ex post. It exploits the idea that contracts.
can be made contingent on such events by relying on reports by the parties
on which event occurred. A striking general result of implementation
theory is that by designing suitable revelation games for the contracting
parties it is often possible to achieve the same outcomes as with fully con
tingent contracts.
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Thus the challenge for the theory of incomplete contracts, which relies
on the distinction between observability and nonverifiability (or non
describability) of an event, is to explain why the contracting parties do not
attempt to contract around this constraint by designing sophisticated reve
lation games (or Maskin schemes as they are commonly called). This is not
necessarily an abstruse theoretical issue, as Chapter 12 illustrates with
examples of plausible optionlike contracts that achieve efficiency in con
tracting pr9blems involving relation-specific investments and holdup prob
lems. As is readily seen, these contracts can be interpreted as simple
revelation games.

One way the challenge has been taken up is to argue that Maskin schemes
have limited power in improving efficiency over simple incomplete con
tracts in complex contracting environments where there may be many dif
ferent states of nature or potentially many different services or goods to be
traded (see Segal, 1999a). Chapter 12 provides an extensive discussion of
these arguments. It also explores another foundation for the theory of
authority, based on actions that are both ex ante and ex post non
contractable. If one assumes that one can contract on who controls
these actions, one can derive predictions about the optimal allocation of
authority within organizations, either in a one-shot or in a repeated context.

1.6.3 Bilateral Contracts and Multilateral Exchange

Finally, Chapter 13 deals with another common form of contractual in
completeness: the limited participation of all concerned parties in a single
comprehensive multilateral contract. Employment contracts, for example,
are generally bilateral contracts between an employer and an employee
even in situations where the employee works together in a team with
other employees, or in situations where the employer is involved in a whole
nexus of contracts with suppliers, clients, lenders, and other providers
of capital. When (incomplete) bilateral contracts are written in such
multilateral contract settings, any bilateral contract may impose an exter
nality on the other parties. The equilibrium outcome of the contracting
game may then be inefficient. Thus a central focus of this chapter is the
characterization of situations where bilateral contracting results in efficient
outcomes.

An important distinction that is drawn in the literature is whether
the bilateral contract is exclusive or nonexclusive-that is, whether the
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employee can sign only an exclusive contract witb one employer or whether
she can sign up with several employers for several part-time jobs. Interest
ingly, most employment contracts are exclusive. But this is not always the
case for other contracts. For example, for health insurance it is generally
possible for the insuree to acquire supplementary insurance. Similarly, with
credit card debt or other loans, a borrower can build up debt on several dif
ferent cards or take out loans from several different lenders. Exactly why
exclusivity is required for some types of contracts but not others involving
externalities has not been fully explored. Intuitively, one should expect to
see exclusive contracts when the externality is potentially large and when
exclusivity is easy to enforce. Whether exclusivity is enforced or not,
however, one should expect inefficient equilibrium outcomes to obtain in
general in bilateral contracting games, since bilateral contracts alone are
insufficient to fully internalize all externalities across all affected parties.
This is a central theme in the common agency literature, which studies mul
tiple bilateral incentive contracting between a single agent and several prin
cipals (see, for example, Bernheim and Whinston, 1985, 1986a, 1986b).
Chapter 13 provides an extensive treatment of this important contracting
problem.

Because of the presence of a potential externality, an obvious concern is
whether the bilateral contracting game has a well-defined equilibrium
outcome. An early focus of the contracting literature has indeed been the
potential nonexistence of equilibrium in such contracting games. In a land
mark article Rothschild and Stiglitz (1976) have thus shown that if two
insurers compete for exclusive bilateral contracts with one or several
insurees who have private information about their likelihood of facing an
adverse shock (or accident), then a well-defined equilibrium outcome of the
contracting game may not exist. The reason is that each insurer has an
incentive to respond to the contract· offers of the other insurer by only
cream skimming the good risks and leaving the high-risk insurees to con
tract with their rival. Chapter 13 discusses this striking result and the vast
literature it has spawned.

Other important topics are touched on besides these two broad themes,
such as the strategic value of contracting in duopoly or barrier-to-entry set
tings, or the impact of product-market competition on the size of agency
problems. But it is fair to say that Chapter 13 does not attempt to provide
a systematic treatment of the existing literature on bilateral contracting
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with competition (whether static or dynamic, with adverse selection, moral
hazard, or both) simply because the existing literature that touches on this
topic is at this point both too vast and too disconnected to be able to provide
a systematic and comprehensive treatment in only one chapterY

1.7 Summing Up

The analysis of optimal contracting in this book highlights the fact that
common contract forms and institutions that we take for granted, like
employment contracts and ownership rights, are sophisticated and multi
faceted "institutions." For a long time economists have been able to give
only an oversimplified analysis of these contract forms, which ignored
uncertainty, asymmetric information, incentives, and control issues. As this
introductory chapter makes clear, however, a basic economic relation like
the employment relation has to deal with these various facets.

The goal of this book is therefore to explain how existing contract theory
allows one to incorporate these features, not just in employment relations
but also in many other applications. In fact, we have chosen to illustrate
contract-theoretic analyses in many different contexts, typically choosing
the application that has been the most influential in economics for the par
ticular general problem under consideration.

The book gives an overview of the main conceptual breakthroughs of
contract theory, while also pointing out its current limitations. As contract
theory has grown to become a large field, we have been forced to limit our
coverage by making difficult choices on what to leave out. While we have
given careful consideration to what material to cover, our choices inevitably
also reflect our limited knowledge of the field and our own personal pref
erences. As the reader may already have noted, our biases have likely been
in the direction of overemphasizing economic ideas, insights, and simplicity
over generality.

11. For example, we do not cover here the growing literature on contracting in a "general
equilibrium" setting, for example, the impact of credit rationing on macroeconomic fluctua
tions (see Bernanke and Gertler, 1989, and Kiyotaki and Moore, 1997) or income distribution
(see Banerjee and Newman, 1991,1993, and Aghion and Bolton, 1997). Nor do we cover more
traditional general equilibrium analysis with moral hazard or adverse selection (see Prescott
and Townsend, 1984, and Guesnerie, 1992). Indeed, providing a self-contained treatment of
these various topics would require dealing with many technical issues that go beyond contract
theory.



43 Introduction

The final chapter of the book contains a set of exercises, which serve two
purposes. First and foremost, these exercises help' the reader to master some
of the basic analytical techniques to solve optimal contracting problems and
to develop a deeper understanding of the most important arguments. The
second purpose of this chapter is to cover some classic articles that we have
not had the space to cover in the main chapters. For this reason it may be
worth leafing through this chapter even if the reader does not intend to try
to solve any of the problems.
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The first par't of this book deals with the classical theory of incentives and
information in a static bilateral contracting framework. The fundamental
conceptuai innovation in the contracting problems considered here relative
to the classical decision problems in microeconomics textbooks is that one
of the contracting parties, the principal, is now controlling the decision
problem of another party, the agent. That is, the principal's optimization
problem has another optimization problem embedded in its constraints: the
agent's optimization problem. The first part of this book provides a sys
tematic exposition of the general methods that have been developed to
analyze this type of nested optimization problem.

The first two chapters are concerned with the general problem of con
tracting under hidden information. Chapter 2 considers optimal contracts
designed by the uninformedparty. This is generally referred to as the screen
ing problem. Chapter 3 turns the table and considers optimal contracts
offered by the informed party. This involves a signaling problem and is gen
erally referred to as the informed principal problem. Chapter 4 deals with
the contracting problem involving hidden actions. This is generally known
as the moral hazard problem. Much of the material in these three chapters
can also be found in advanced microeconomics textbooks, such as Mas
Colell, Whinston, and Green (1995) and in the contract theory.textbooks of
Salanie (1997) and Laffont and Martimort (2002). Chapter 5, on the other
hand, covers the general problem of disclosure of verifiable private infor
mation and introduces material that is not found in other texts. This chapter
deals with a subclass of contracting problems under hidden information,
which is relevant in particular to auditing and securities regulations. The
next chapter (Chapter 6) covers richer contracting problems that involve
multidimensional private information or hidden actions, and also a combi
nation of hidden information and hidden actions. Again, most of the mate
rial in this chapter is not covered in depth in other textbooks.
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In this chapter we focus on the basic static adverse selection problem, with
one principal facing one agent who has private lnformation on her "type,"
that is, her preferences or her intrinsic productivity. This problem was first
formally analyzed by Mirrlees (1971). We first explain how to solve such
problems when the agent can be of only two types, a case that already allows
us to obtain most of the key insights from adverse selection models. We do
so by looking at the problem of nonlinear pricing by a monopolistic seller
who faces a buyer with unknown valuation for his product.

We then move on to other applications, still in the case where the
informed party can be of only two types: credit rationing, optimal income
taxation, implicit labor contracts, and regulation. This is only a partial list
of economic issues where adverse selection matters. Nevertheless, these are
all important economic applications that have made a lasting impression on
the economics profession. For each of them we underline both the economic
insights and the specificities from the point of view of contract theory.

In the last part of the chapter we extend the analysis to more than two
types, returning to monopoly pricing. We especially emphasize the contin
uum case, which is easier to handle. This extension allows us to stress which
results from the two-type case are general and which ones are not. The
methods we present will also be helpful in tackling multiage,nt contexts, in
particular in Chapter 7.

2.1 The Simple Economics of Adverse Selection

Adverse selection naturally arises in the following context, analyzed first by
Mussa and Rosen (1978), and subsequently by Maskin and Riley (1984a):
Consider a transaction between a buyer and a seller, where the seller does
not know perfectly how much the buyer is willing to pay for a good.
Suppose, in addition, that the seller sets the terms of the contract. The
buyer's preferences are represented by the utility function

u(q, T, e) = Joqp(x, e)dx- T

where q is the number of units purchased, T is the total amount paid to the
seller, and P(x, e) is the inverse demand curve of a buyer with preference
characteristics e. Throughout this section we shall consider the following
special and convenient functional form for the buyer's preferences:

u(q, T, e) = 8v(q) - T
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where v(o) = 0, v'(q) > 0, and v"(q) <°for all q. The characteristics 0 are
private information to the buyer. The seller knows only the distribution of
0, F(O).

Assuming that the seller's unit production costs are given by c > 0, his
profit from selling q units against a sum of money T is given by

n=T-cq

The question of interest here is, What is the best, that is, the profit
maximizing, pair (T, q) that the seller will be able to induce the buyer to
choose? The answer to this question will depend on the information the
seller has on the buyer's preferences. We treat in this section the case where
there are only two types of buyers: 0 E {OL, OR}, with OR> OL. The consumer
is of type OL with probability 13 E [0, 1] and of type OR with probability
(1 - 13). The probability 13 can also be interpreted as the proportion of con
sumers of type OL.

2.1.1 First-Best Outcome: Perfect Price Discrimination

To begin with, suppose that the seller is perfectly informed about the buyer's
characteristics. The seller can then treat each type of buyer separately and
offer her a type-specific contract, that is, (Ti, qi) for type Oi (i =H, L). The
seller will try to maximize his profits subject to inducing the buyer to
accept the proposed contract. Assume the buyer obtains a payoff of u if
she does not take the seller's offer. In this case, the seller will solve

maxIi -Cqi
Ti,qi

subject to

OiV(qi) -Ii ~ u
We can call this constraint the participation, or individual-rationality,
constraint of the buyer. The solution to this problem will be the contract
(qi' 7;) such that

OiV'(qi) =c

and

Intuitively, without adverse selection, the seller finds it optimal to maximize
total surplus by having the buyer select a quantity such that marginal utility
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equals marginal cost, and then setting the payment so as to appropriate the
full surplus and leave no rent to the buyer above u. Note that in a market
context, u could be endogenized, but here we shall treat it as exogenous
and normalize it to O.

Without adverse selection, the total profit of the seller is thus

and the optimal contract maximizes this profit subject to the participation
constraints for the two types of buyer. Note that it can be implemented by
type-specific two-part tariffs, where the buyer is allowed to buy as much as
she wants of the good at unit price c provided she pays a type-specific fixed
fee equal to eiV(qi) - Cqi'

The idea that, without adverse selection, the optimal contract will maxi
mize total surplus while participation constraints will determine the way in
which it is shared is a very general one.! This ceases to be true in the pres
ence of adverse selection.

2.1.2 Adverse Selection, Linear Pricing, and Simple Two-Part Tariffs

If the seller cannot observe the type of the buyer anymore, he has to offer
the same contract to everybody. The contract set is potentially large, since
it consists of the set of functions T(q). We first look at two simple contracts
of this kind.

2.1.2.1 Linear Pricing

The simplest contract consists in traditional linear pricing, which is a situa
tion where the seller's contract specifies only a price P. Given this contract
the buyer chooses q to maximize

eiv(q)-Pq, wherei=L,H

From the first-order conditions

we can derive the demand functions of each type:2

1. This idea also requires that surplus be freely transferable across individuals, which will not
be the case if some individuals face financial resource constraints.

2. The assumed concavity of v(.) ensures that there is a unique solution to the first-order
conditions.
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The buyer's net surplus can now be written as follows:

Let

D(P) == [3DL(P)+(l- [3)DH (P)

S(P) == [3SL(P) +(1- [3)SH (P)

With linear pricing the seller's problem is the familiar monopoly pricing
problem, where the seller chooses P to solve

max(P - c)D(P)
p

and the monopoly price is given by

D(P)
Pm =c- D'(P)

In this solution we have both positive rents for the buyers [S(P) > 0] and
inefficiently low consumption, that is, 8iv'(q) =P > c, since the seller can
make profits only by setting a price in excess of marginal cost and D'(·) < O.
Note that, depending on the values of [3, 8L , and 8H, it may be optimal for the
seller to serve only the 8H buyers. We shall, however, proceed under the
assumption that it is in the interest of the seller to serve both markets.

Can the seller do better by moving away from linear pricing? He will be
able to do so only if buyers cannot make arbitrage profits by trading in a
secondary market: if arbitrage is costless, only linear pricing is possible,
because buyers would buy at the minimum average price and then resell in
the secondary market if they do not want to consume everything they
bought.

2.1.2.2 Single Two-Part Tariff

In this subsection we shall work with the interpretation that there is only
one buyer and that [3 is a probability measure. Under this interpretation
there are no arbitrage opportunities open to the buyer. Therefore, a single
two-part tariff (Z, P), where P is the unit price and Z the fixed fee, will
improve upon linear pricing for the seller. Note first that for any given price
P, the minimum fixed fee the seller will set is given by Z = SL(P), (This is
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the maximum fee a buyer of type er. is willing to pay.) A type-eH buyer will
always decide to purchase a positive quantity ofq when charged a two-part
tariff T(q) = SL(P) + Pq? since eH > eL. If the seller decides to serve both
types of customers and therefore sets Z = SL(P) , he also chooses P to
maximize

maxSL(P) +(P - c)D(P)
p

The solution for P under this arrangement is given by

S£ (P) + D(P) +(P - c)D'(P)=°
which implies

P _ D(P)+S£(P)
-c D'(P)

Now, by the envelope theorem, Sf(P) = -DL(P), so that D(P) + S£(P) is
strictly positive; in addition, D'(P) < 0, so that P > c. Thus, if the seller
decides to serve both types of customers [and therefore sets Z = SL(P)], the
first-best outcome cannot be achieved and underconsumption remains
relative to the first-best outcome.3 Another conclusion to be drawn from
this simple analysis is that an optimal single two-part tariff contract is
always preferred by the seller to an optimal linear pricing contract [since
the seller.can always raise his profits by setting Z = SL(Pm)]. We can also
observe the following: If Pm, Pd, and Pc, respectively, denote the monopoly
price, the marginal price in an optimal single two-part tariff, and the (first
best efficient) competitive price, then Pm > Pd > Pc = c. To see this point,
note that a small reduction in price from Pm has a second-order (negative)
effect on monopoly profits (Pm - c)D(Pm), by definition of Pm. But it has a
first-order (positive) effect on consumer surplus, which increases by an
amount proportional to the reduction in price. The first-order (positive)
effect dominates, and, therefore, the seller is better off lowering the price
from Pm when he can extract the buyer's surplus with the fixed fee Z =
SL(Pm). Similarly, a small increase in price from Pc has a first-order (posi-.
tive) effect on (Pc - c)D(Pc), but a second-order (negative) effect on S(Pc),
by definition of Pc.

3. Ifhe decides to set an even higher fixed fee and to price the type-lh buyer out of the market,
he does not achieve the first-best outcome either; either way, the first-best sollltion cannot be
attained under a single two-part tariff contract.
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Figure 2.1
Two-Part Tariff Solution

An important feature of the optimal single two-part tariff solution is
that the 8j["type buyer strictly prefers the allocation BH to BL , as illustrated
in Figure 2.1. As the figure also shows, by setting up more general contracts
C = [q, T(q)], the seller can do strictly better by offering the same alloca
tion to the fh-type buyer, but offering, for example, some other allocation
B~ :# B H to the 8j["type buyer. Notice that at B~ the seller gets a higher
transfer T(q) for the same consumption (this is partic~lar to the example).
Also, the 8H buyer is indifferent between BLand B~. These observations
naturally raise the question of the form of optimal nonlinear pricing
contract.

2.1.3 Second-Best Outcome: Optimal Nonlinear Pricing

In this subsection we show that the seller can generally do better by offer
ing more general nonlinear prices than a single two-part tariff. In the
process we outline the basic methodology of solving for optimal contracts
when the buyer's type is unknown. Since the seller does not observe the
type of the buyer, he is forced to offer her a set of choices independent
of her type. Without loss of generality, this set can be described as
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[q, T(q)]; that is, the buyer faces a schedule from which she will pick the
outcome that maximizes her payoff. The problem of the seller is therefore
to solve

maxfJ[T(qL)-cqd+(l- fJ)[T(qH )-CqH]
T(q)

subject to

qi =argmax8iv(q)-T(q) fori=L,H
q

and

The first two constraints are the incentive-compatibility (IC) constraints,
while the last two are participation or individual-rationality constraints
(IR). This problem looks nontrivial to solve, since it involves optimization
over a schedule T(q) tinder constraints that themselves involve optimiza
tion problems. Such adverse selection problems can, however, be easily
solved step-by-step as follows:

Step 1:Apply the revelation principle.

From Chapter 1 we can recall that without loss of generality we can restrict
each schedule T(q) to the pair of optimal choices made by the two types of
buyers {[T(qL)' qd and [T(qH)' qH]}; this restriction also simplifies greatly
the incentive constraints. Specifically, if we define T(qi) = Ti for i =L, H,
then the problem can be rewritten as

subject to

8Hv(qH)-TH ~8HV(qL)-TL

8Lv(qL)-TL ~8LV(qH)-TH

8Hv(qH)-TH ~O

8Lv(qL)-TL ~O

(ICH)

(ICL)

(IRH) .

(IRL)

'f1?e seller thus faces four constraints, two incentive constraints [(lCi)
means that the type-8i buyer should prefer her own allocation to the
allocation of the other type of buyer] and two participation constraints



54 Hidden Information, Screening

[(JR i) means that the allocation that buyer of type 8i chooses gives her a
nonnegative payoff]. Step 1 has thus already greatly simplified the problem.
We can now try to eliminate some of these constraints.

Step 2: Observe that the participation constraint of the "high" type will not
bind at the optimum.

Indeed (JRll) will be satisfied automatically because of (JRL) and (JCll):

8Hv(qH)- T~ '? 8Hv(qd- TL '? 8Lv(qL)- TL '? 0

where the inequality in the middle comes from the fact that 8H > 8L •

Step 3: Solve the relaxed problem without the incentive constraint that is
satisfied at the first-best optimum.

The strategy now is to relax the problem by deleting one incentive con
straint, solve the relaxed problem, and then check that it does satisfy this
omitted incentive constraint. In order to choose which constraint to omit,
consider the first-best problem. It involves efficient consumption and zero
rents for both types of buyers, that is, 8iv'(qi) = c and 8iv(Qi) = t. 1bis
outcome is not incentive compatible, because the 8H buyer will prefer to
choose (QL' TL) rather than her own first-best allocation: while this ineffi
ciently restricts her consumption, it allows her to enjoy a strictly positive
surplus equal to (8H- 8L )QL, rather than zero rents. Instead, type 8Lwill not
find it attractive to raise her consumption to the level QH: doing so would
involve paying an amount TH that exhausts the surplus of type 8H and would
therefore imply a negative payoff for type 8L , who has a lower valuation for
this consumption. In step 3, we thus choose to omit constraint (JCL). Note
that the fact that only one incentive constraint will bind at the optimum
is driven by the Spence-Mirrlees single-crossing condition, which can be
written as

~[_ au/aq]>o
a8 au/aT

1bis condition means that the marginal utility of consumption (relative to
that of money, which is here constant) rises with 8. Consequently, optimal
consumption will have to rise with 8.

Step 4: Observe that the two remaining constraints of the relaxed problem
will bind at the optimum.

Remember that we now look at the problem
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subject to

8Hv(qH) - TH -e. 8Hv(qL) - TL

8Lv(qL)-TL -e.O

(JCll)

(JRL)

In this problem, constraint (JCll) will bind at.the optimum; otherwise, the
seller can raise TH until it does bind: this step leaves constraint (JRL) unaf
fected while improving the maximand. And constraint (IRL) will also bind;
otherwise, the seller can raise TL until it does bind: this step in fact relaxes
constraint (JCll) while improving the maximand [it is here that having
omitted (JCL) matters, since a rise in TL could be problematic for this
constraint].

Step 5: Eliminate TL and TH from the maximand using the two binding
constraints, perform the unconstrained optimization, and then check that
(JCL) is indeed satisfied. .

Substituting for the values of TL and THin the seller's objective function,
we obtain the following unconstrained optimization problem:

maxj3[8Lv(qL)-cqL]+(1- j3)[8Hv(QH )-CQH -(8H -8L)v(QL)]
qL,qH

The first term in brackets is the full surplus generated by the purchases
of type 8L , which the seller appropriates entirely because that type is left
with zero rents. Instead, the second term in brackets is the full surplus gen
erated by the purchases of type 8H minus her informational rent (8H 

8L)v(QL), which comes from the fact that she can "mimic" the behavior of
the other type. This informational rent increases with QL'

The following first-order conditions characterize the unique interior solu
tion (Q!, Q'}f) to the relaxed program, if this solution exists:4

8HV'(Q~) =c

8Lv'(Qt) = (l_j3c8H -8L ) >c
1- ---=----.:::..

j3 8L

4. If the denominator of the second expression is not positive, then the optimal solution
involves qf =0, while the other consumption remains determined by the first-order condition.
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This interior solution implies q'L < q'Ji. One can then immediately verify
that the omitted constraints are satisfied at the optimum (q~ n i = L, H)
given that (ICH) binds. Indeed,

8H v(qir)-T: =8H v(qI)-Ti (ICH)

together with 8L < 8H and q'L < qil, implies

(ICL)

We have therefore characterized the actual optimum. Two basic eco
nomic conclusions emerge from this analysis:

1. The second-best optimal consumption for type 8H is the same as the
first-best optimal consumption (iiH), but that of type 8L is lower. Thus
only the consumption of one of the two types is distorted in the second
best solution.

2. The type-8L buyer obtains a surplus of zero, while the other type obtains
a strictly positive "informational" rent.

These two conclusions are closely related to each other: the consumption
distortion for type 8L is the result of the seller's attempt to reduce the infor
mational rent of type 8H• Since a buyer of type 8H is more eager to consume,
the seller can reduce that type's incentive to mimic type 8L by cutting down
on the consumption offered to type 8L • By reducing type 8H 's incentives to
mimic type 8L , the seller can reduce the informational rent of (or, equiva
lently, charge a higher price to) type 8H• Looking at the first-order condi
tions for qj indicates that the size of the distortion, qL - q'f., is increasing in
the potential size of the informational rent of type 8~as measured by the
difference (8H - 8L)-and decreasing in /3. For /3 and (8H - 8L ) large enough
the denominator becomes negative. In that case the seller hits the constraint
qL 2:: o.

As the latter part of the chapter will show, what will remain true with
more than two types is the inefficiently low consumption relative to the
first best (except for the highest type: we will keep "efficiency at the
top") and the fact that the buyer will enjoy positive informational rents
(except for the lowest type). Before doip.g this extension, let us tum to other
applications.
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2.2 Applications

2.2.1 Credit Rationing

Adverse selection arises naturally in financial markets. Indeed, a lender
usually knows less about the risk-return characteristics of a project than
the borrower. In other words, a lender is in the same position as a buyer
of a secondhand car:5 it does not know perfectly the "quality" of the
project it invests in. Because of this informational asymmetry, inefficiencies
in the allocation of investment funds to projects may arise. As in the case
of secondhand cars, these inefficiencies may take the form that "good
quality" projects remain "unsold" or are denied credit. This type of in
efficiency is generally referred to as "credit rationing." There is now an
extensive literature on credit rationing. The main early contributions are
Jaffee and Modigliani (1969), Jaffee and Russell (1976), Stiglitz and Weiss
(1981), Bester (1985), and De Meza and Webb (1987). We shall illustrate
the main ideas with a simple example where borrowers can be of two
different types.

Consider a population of risk-neutral borrowers who each own a project
that requires an initial outlay of I =1 and yields a random return X, where
X E {R, O}. Let P E [0,1] denote the probability that X =R. Borrowers have
no wealth and must obtain investment funds from an outside source. A bor
rower can be of two different types i =s, r, where S stands for "safe" and r
for "risky." The borrower of type i has a project with return characteristics
(Pi, Ri). We shall make the following assumptions:

A1: PiRi =m, with m> 1

A2: Ps >Pr and Rs <Rr

Thus both types of borrowers have projects with the same expected return,
but the risk characteristics of the projects differ. In general, project types
may differ both in risk and return characteristics. It turns out that the early
literature mainly emphasizes differences in risk characteristics.

A bank can offer to finance the initial outlay in exchange for a future·
repayment. Assume for simplicity that there IS a single bank and excess

5. Akerlof (1970), in a pioneering contribution, has analyzed the role of adverse selection in
markets by focusing in particular on used cars. See Chapter 13 on the role of adverse selec
tion in markets more generally.
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demand for funds: the bank has a total amount a < 1 of funds, and it faces
a unit mass of borrowers. The proportion of "safe" borrowers is f3 (and that
of "risky" borrowers is 1 - f3). Assume, moreover, that a> max {f3, 1 - f3},
so that available funds are sufficient to avoid crowding out either type of
borrower completely.

What type of lending contract should the bank offer a borrower in this
situation? Under sYmmetric information and no contractual restrictions, the
bank would lend all of a and would be indifferent about financing either
type of borrower: it would specify a repayment D j for borrower of type i,
with D j = Rj, which it would obtain with probability Pj.

What about adverse selection? The early literature on credit rationing
does not allow for much contractual flexibility: it considers only contracts
where the bank specifies a fixed repayment, D, in exchange for the initial
outlay I = 1. Assume that type-i borrowers apply for funds if and only if
D ~ R j • If D > Rs, only "risky" borrowers will consider applying. In this case,
setting D =Rr is optimal and gives the bank a profit of

(1- f3)(m -1) (2.1)

Instead, if D ~ Rs, both types of borrowers will apply. Assuming each
applicant has an equal chance of being financed, the bank then finds it
optimal to set D = Rs and obtains

a[f3(m -1)+ (1- f3)(prRs -1)] (2.2)

This second outcome allows the bank to use its funds fully. However, it
is now earning less than m on "risky" borrowers, since they repay only Rs,

with the relatively low probability Pro Whether expression (2.1) or (2.2) is
higher will depend on parameter values. Ceteris paribus, expression (2.2)
will be higher than expression (2.1) when 1- f3is small enough, or whenpr
is close enough to Ps. When this is the case, one can say that credit rationing
arises: some "risky" borrowers cannot get credit; they would be ready to
accept a higher D, since they obtain strictly positive surplus when financed;
however, the bank finds it optimal not to raise D, because it would then
lose the "safe" borrowers.

This story begs the following question, however: Can't the bank do better
by offerring more sophisticated contracts? Let us keep the restriction to
debt contracts, or fixed-repaYment contracts (more on this topic will
follow), but assume that the bank can offer contracts that differ both in
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terms of repayment and in terms of probability of obtaining the scarce
funds. Specifically, call (Xi, D i) a contract that offers financing with proba
bility Xi and repayment D i• The bank then sets its contracts to solve the fol
lowing problem:

subject to

0::; Xi::; 1 for all i =s, r

Di ::; R i for all i =s, r

(2.3)

(2.4)

(2.5)

(2.6)

where expression (2.3) is a set of feasibility constraints; expressions (2.4)
and (2.5) are the indiVidual rationality and incentive compatibility con
straints; and expression (2.6) is the resource constraint given by the bank's
availability of funds.

Since D i ::; Ri, one can easily see that the binding individual rationality
constraint is

while the -binding incentive constraint is

xr(Rr - Dr) 2:: xs(Rr-Rs) (2.7)

The binding incentive constraint implies that extracting all the rents on
risky borrowers (Dr =Rr) requires excluding safe ones from borrowing (xs
=0). Instead, giving both types equal access to credit (xr =xs) implies equal
repayments when successful (Dr = Rs). These two outcomes are the ones
discussed earlier. Can the bank do better? To answer this question, note
that the binding incentive constraint (2.7) can be rewritten as

so that the preceding problem becomes

max{f3xs(psRs -1)+(1- f3)[xr(PrRr -1) - xsPr(Rr - Rs)]}
xs,x,



60 Hidden Information, Screening

subject to

Since PsRs=PrRr =m, this problem leads to Xr=1: there is no distortion
at the top, that is, no rationing of risky borrowers. As for safe ones, we have
Xs = 0 whenever

i

fJ(PsRs -1) -(1- fJ)Pr(Rr - Rs)<0

while Xs=[a - (1 - fJ)xr]/fJ otherwise.
Intuitively, in this solution, the bank trades off the rents extracted from

"risky" borrowers with the ability to lend all its funds. When "safe" borrow
ers are numerous enough, it does not make sense to exclude them by setting
Xs =O. As a result, risky borrowers earn rents. However, it is possible to do
better than financing everybody with a repayment Rs: one induces "risky"
borrowers to choose a higher repayment by giving them preferential access
to funds. The bank ends up going "all the way" when setting X r =1.

Note that credit rationing has disappeared here: whether or not "risky"
borrowers earn rents (that is, whether Xs > 0 or Xs =0), they are not rationed.
The only ones who are not fully funded are "safe" borrowers, who are in
fact indifferent about being funded, since they never earn rents when
financed. Credit rationing reappears, however, when assumption AI is
replaced by

A3: PsRs >1, but PrRr < 1

while assumption A2 is maintained. In this case, the bank would like to turn
away "risky" borrowers but is unable to do so. Consequently, either both
types of projects are funded and there is cross-subsidization between
types-this outcome occurs whenever [fJps + (1 - fJ)Pr]Rs ;;::: 1-or neither
project is funded and there is "financial collapse," a severe form of credit
rationing. This happens when [fJps + (1 - fJ)Pr]Rs < 1.6

The preceding example leads to several remarks:

1. The example illustrates that even though asymmetric information is
likely to be a pervasive phenomenon in financial markets, it does not in

6. Note that the lender would never set a contract with D ~ Rs, since then only "risky" proj
ects (with a negative net present value) would be funded.
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itself inevitably give rise to credit rationing. It may be possible to achieve
allocative efficiency despite asymmetric information. Moreover, even if
there are inefficiencies resulting from asymmetric information, they may
not take the form of credit rationing. Negative-net-present-value projects
may be funded.

2. When assumptions Al and A2 hold, credit market inefficiencies arise
only as a result of exogenous restrictions imposed on the allowable set of
contracts. To see this point, suppose that the lender can set an arbitrary
repayment schedule contingent on realized returns: Ds if X = Rs and Dr if
X =Rr• Then it suffices to set Di =Ri, and there is no longer a need to try
to discriminate between borrower types, since ex post each borrower type
ends up paying the relevant contingent repayment. Thus in this example the
potential inefficiencies arising from asymmetric information can be over
come if the lender can freely decide how to structure the investment con
tract. This approach works very straightforwardly here because the ex post
returns are different for the two types. It should be stressed, however, that
even in more general examples it is more efficient to discriminate between
borrower types by offering general-return-contingent repayments. When
such contracts are allowed, the incidence of credit rationing is much lower.
The reader may wonder at this point why loan contracts in practice do not
specify general-retum-contingent repayments if they are so much more effi
cient. We shall return to this important question in Chapter 11.

3. When assumptions A3 and A2 hold instead, then inefficiencies may arise
even if ageneral-return-contingent repayment schedule can be specified.
In this case the lender does not want to finance projects of type r. It can
attempt to discourage type-r applicants by setting Dr =Rr. However, even
with such a high repayment, type-r applicants may still want to apply.
Suppose, for example, that the borrowers get positive utility just by under
taking the project; then type-r borrowers would want to apply for funding
even if their expected monetary return (net of repayments) from under
taking the project is zero. The maximum expected return for the lender in
that case is given by

When f3 is sufficiently large, this return is positive and there is cross
subsidization. However, when f3 is small the expected return is negative and
there is financial collapse.
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Under adverse selection, the following set of incentive' constraints must
be imposed on the government's optimization problem:

(2.10)

(2.11)8HeH -tH -ljf(eH) ~ 8LeL -tL _ljf( 8~:L )

Indeed, when the government cannot identify each productivity type, it can
only offer everybody an income-contingent tax, where ti has to be paid if
income qi = 8iei is produced. This would allow an individual with produc
tivity 8j to pay ti by producing qi at the cost of an effort level 8ie/ej' As
always, the incentive constraints ensure that this behavior is not attractive
for either type of individual.

When u(-) is concave, the complete information optimum is such that

qL -tL -ljf(eL)=qH -tH -ljf(eH)

This allocation, however, violates incentive constraint (2.11): high
productivity individuals would then prefer to choose (qL' tL) instead of
(qH' tH).9 Therefore, condition (2.11) must be binding in a second-best
optimum, and the same is of course true of the budget constraint (2.8).
Using these two constraints to eliminate the tax levels from the maximand
and taking the first-order conditions with respect to eH and eL then yields

(2.12)

(2.13)

and

ljf'(eL)=8L -(l-fi)r[ljf'(eL)- :: ljf,(8~:L)J
where r= (u£ - uk)/[f3u£ + (1 - fi)uk].

That is, rrepresents the difference between the marginal utilities of low
and high-ability individuals as a percentage of average marginal utilities.

Condition (2.12) tells us, as is by now familiar, that the second-best allo
cation for type 8H is efficient (efficiency at the top). Condition (2.13) tells

9. Note that this conclusion is robust to changes in the utility function: it would remain true,
for example, ifeffort appeared additively outside the utility function (e.g., ifwe assume a payoff
u[q - t] - ljI(e), with ljI(') being linear or convex in effort}.
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us that type (h underprovides effort. Indeed, first-best efficiency requires
that v/(eL) = eL. But since eL < eH, we have o<l,'(eL)(l-eL/eH)<lJI'(eL.)

eL/eH lJI'(eLeL/eH). Moreover, for any strictly increasing, concave utility
function u('), r is strictly positive, since then uf > UH > O. Therefore, the
second term of the right-hand side (RHS) of condition (2.13) is strictly
positive, resulting in underprovision of effort. The reason why it is second
best efficient to underprovide effort here is that a lower eL limits the welfare
difference between high- and low-productivity individuals, which is given
by

(2.14)

when the incentive constraint (2.11) is binding. This brings about a first
order gain in the utilitarian welfare function that exceeds the second-order
loss from a reduction in productivity of the low type. A reduction in eL

brings about a reduction in inequality of welfare because high-productivity
individuals have the option to produce output qL while saving a proportion
(eH - eL)/eH of the effort eL that low-productivity individuals have to exert.

How can we reinterpret conditions (2.12), (2.13), and (2.14) in terms of
existing features of the income tax code? One can think of governments
first setting marginal tax rates as well as uniform tax rebates, while individ
uals respond by choosing effort. In this perspective,

• Equation (2.12) implies that the marginal tax rate at output qH = eHeH
should be zero, in order to induce efficient effort.

• By contrast, the marginal tax rate at output qL = eLeL should be positive,

and equal to

(2.15)

where rand eL are the second-best values; indeed, this marginal tax rate is
needed to induce the (inefficiently low) choice of eL given by equation
(2.13).

• In between these two output levels, the marginal tax rate should be
positive and such that the additional tax payment coming from high
productivity individuals will be sufficient to reduce the ex post utility dif
ference between the two types to that given by condition (2.11) [recall that,



66 Hidden Information, Screening

from budget constraint (2.8), all marginal tax revenues are returned to indi
viduals, in the form of uniform tax rebates].

This framework thus seems to plead for positive marginal tax rates at low
income levels, and for zero marginal tax rates at high income levels. This
result appears paradoxical, since we started from a government objective
that was tilted toward redistribution. In fact, there is of course positive
redistribution here, through the uniform tax rebate. And the positive mar
ginal tax raie at low incomes is there to achieve higher redistribution, as
explained earlier. The theory in fact offers a rationalization for the wide
spread practice of making various welfare benefits conditional on having
low incomes: this results in very high effective marginal tax rates at low
income levels. As for the zero-marginal-tax-rate-at-the-top result, it should
not be overemphasized: If we allowed for a continuum of types (as in
section 2.3), this zero marginal tax rate would appear only at the very
maximum of the income distribution.

We close this subsection by analyzing the effect of changes in the gov
ernment's information structure in this setup. Following Maskin and Riley
(1985), we could indeed ask the following question: how would tax levels
be affected if, instead of observing "income" q = f)'e, the government
observed individual "input," that is, effort (or, equivalently, hours of work)?
Would this new information structure result in more or less inequality, and
more or less allocative distortion?

In comparison with the preceding analysis, only the incentive constraints
(2.10) and (2.11) would be affected. They would become

f)LeL -tL -1jf(eL)c.f)LeH -tH -1jf(eH)

f)HeH -tH -1jf(eH)c.f)HeL -tL -1jf(ed

(2.16)

(2.17)

since individuals now face effort-contmgent taxes, instead of output
contingent taxes. As before, the problem is to prevent high-ability individ
uals from mimicking the choice of low-ability individuals. Consequently,
condition (2.17) must be binding at the optimum, and the inequality in
welfare between the two types is given by

(2.18)

Thus, for a given eL, welfare inequality is higher in equation (2.18) than
in equation (2.14) whenever f)H > 1jf'(eL). This is always the case at the
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optimum, since OH> OL> lj/(e!). Intuitively, an effort-contingent tax makes
it more attractive for the high type to mimic the behavior of the low type,
since a given effort level allows the high type to enjoy comparatively more
output than the low type, thanks to his higher productivity. Instead, in an
income-contingent scheme, mimicking the low type really means sticking to
a low income. It is true that this allows the high type to save on effort cost,
but with a convex effort cost, the benefit of this lower effort is limited.

Solving the optimum tax problem with equation (2.17) instead of
equation (2.11), one can show that efficient effort resJllts again for the high
type. Instead, the effort of the low type is further distorted downward, in
comparison with the income tax case: when welfare inequality is higher,
the marginal benefit from reducing inequality at a given allocative cost is
also higher. In this setting, effort monitoring is thus inferior to income
monitoring, since it leads both to more inequality and to more allocative
inefficiency.

This last discussion 'is especially relevant when the principal is able to
make decisions about which information structure to put in place. It would
apply naturally, for example, in the context of the internal organization of
a firm, where decisions have to be made about which information systems
to set up for monitoring purposes. On this subject, see the general analysis
of Maskin and Riley (1985) on the superiority of output- over input-mon
itoring schemes.

2.2.3 Implicit Labor Contracts

The optimal labor .contracting approach has been used since the 1970s to
try to understand labor-market fluctuations, particularly perceived wage
rigidities and employment variability over the business cycle. It is not our
purpose here to discuss the debates among macroeconomists surrounding
the stylized facts, but simply to illustrate how the contracting paradigm may
or may not be consistent with perceived facts.

2.2.3.1 Contracting without Adverse Selection

The first wave of labor contract models (see ,Azariadis, 1975; Baily, 1974;'
Gordon, 1974) abstract from adverse selection to focus solely on risk shar
ing. They are based on the idea that employment relationships typically
involve set-up costs (e.g., specific training) so that firms and workers have
an interest in organizing their future relations through a long-term contract
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that has to be contingent on random future events. Because of imperfect
insurance markets, moreover, parties to the contract are risk averse. This
observation is especially true of workers, whose human capital is much less
easily diversifiable than financial capitaL Consequently, labor contracts
serve both to set production decisions and to allocate risk efficiently.

Formally, consider a firm that can produce output q using a technology
q = ()Q(L), where () is a random productivity parameter, L is the level of
employme.q.t, and Q(.) is an increasing concave function. The firm can hire
from a pool of identical workers whose utility is u[w + Gel - .e)], where W

is the wage level, :e is the individual's potential working time, .e is effective
individual labor time, and G is a positive constant. We thus assume here
perfect substitutability between money and leisure (more on this topic to
follow). Let us normalize :e to 1 and assume indivisibilities to be such that
.e can only take the values 0 or l.

In contrast to the analysis of this chapter so far, contracting now takes
place at the ex ante stage, that is, before the realization of () is known.
Assume symmetric information at this stage: all parties expect () E {()L, ()H}

and expect Prob[() = ()d = f3i' with f3L + f3H = 1. Moreover, these beliefs are
common knowledge. The problem has two stages:

Stage 1 (ex ante stage): Hiring and contracting decisions.

Stage 2 (ex post stage): ()i is learned by all parties, and the contract is
executed.

Call L the stock of workers hired in stage 1 and ~L the employment level
given ()i in stage 2, so that (1 - ~)L corresponds to the workers that are laid
off. A contract determines, for each ()i' the values of ~, and of Wi, and Wsi,
the wage and severance pay levels. Assume that workers have market
opportunities that amount to a in utility. terms, and that the firm has an
increasing and concave utility function V(·) of profits. The firm then solves

Max Lf3iV[()iQ(aiL)-wiaiL-wsi(l-ai)L]
Wi,ai,L i

subject to

Lf3i[aiu(wi)+(l-aJu(wsi +G)]~u
i

and the feasibility constraints

ai ~1 for i=L,H
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Denoting firm profits in each state 8i by

Il =8iQ(aiL)-wiaiL-wsi(1-ai)L

the first-order conditions with respect to Wi and Wsi, respectively, yield, for
i=L,H,

-f3iV'(IIi)aiL + Af3ia iu'(wi) =0

-f3iV'(II i)(1- ai)L + Af3i (1- ai )u'(wsi +G) =0

(2.19)

(2.20)

Whenever workers are risk averse (u" < 0), equations (2.19) and (2.20)
imply Wi = Wsi + G: for a given total monetary payment to workers it makes
no sense for the firm to have individual workers bear risk over who is
retained and who is dismissed. In fact, given that they have idential pro
ductivity and outside opportunities, it is optimal to give them each exactly
a in expected terms ex ante.

In this model, therefore, there is no involuntary unemployment, since
workers are indifferent between being laid off and staying on the job.
What about wage rigidity across the business cycle? Stretching inter
pretation, state 8Hcould be described as a "boom" and state 8L «8H) as a
"recession." The extent of wage rigidity is determined by _the following
condition:-

U'(WL) _ V'(IIL)

U'(WH) - V'(IIH)

This is simply the Borch rule, which requires that WL =WH if the firm is
risk neutral (V" = 0). This model thus predicts complete wage "rigidity," in
the special case where firms are risk neutral. But is risk neutrality a good
assumption? Diversifiability of financial capital does suggest that V is less
concave than u, and that wages should be more stable than profits. How
ever, macroeconomic shocks are by definition hard to diversify, so that risk
neutrality of the firm is too extreme an assumption in this case.

Still, what are the consequences of the predicted wage "rigidity" across
states of nature? Does it lead to excessive employment fluctuations, as in
the usual spot-market view of macroecono:rnlc textbooks? To assess this
issue, consider the first-order condition with respect to lXi, for i = L, H. If lXi
is strictly between 0 and 1, we have
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But since Wi = Wsi + G, this is equivalent to (}iQ'(CliL) = G. In other words,
inefficient underemployment never occurs (note also that we always have
aL ~ aH = 1: indeed, it only makes sense to hire workers that will at least
be retained in the good state of nature). Thus, as in other applications,
allocative efficiency obtains under symmetric information.

What is somewhat paradoxical about the preceding formulation is that
employmenUs not only ex ante efficient, but also profit maximizing ex post,
given that Wi = Wsi + G. It is thus not even necessary to set Cli ex ante, because
it would be self-enforcing given Wi and Wsi'

Finally, what can we say about hiring decisions? The first-order condition
with respect to L is not particularly illuminating. It simply says that hiring
decisions are such that expected marginal cost of labor (given the outside
opportunity a) is set to be equal to expected marginal productivity.

To sum up, the model predicts wages that are stable relative to profits (at
least when the firm is risk neutral), but this stability does not come at the
expense of allocative efficiency, nor does it induce job rationing (since
workers are indifferent ex post between being retained or being laid off).
That is, this theory cannot offer a rationale for either inefficient under
employment or involuntary unemployment.

How robust are these insights? It turns out that changing workers' utility
functions matters for their comparative ex post treatment. For example, one
could drop the perfect substitutability between money and leisure, and take
a utility function u(w, f - f), where leisure is a normal good. Take, for
example, the following Cobb-Douglas formulation:

u(w, f -f) =logw+log(K+f -f)

where K is a positive constant. The individual rationality constraint now
becomes

I.6i[ai(logwi +logK)+(l-ai)(logwsi +log(K + 1))]~ it
i

and the first-order conditions with respect to Wi and Wsi yield

Although allocative efficiency obtains, the relation between employed
and laid-off workers has now changed: one can now speak of involuntary
employment! Ex ante, it is Pareto optimal to equate the marginal utility of
money across workers, and here this means setting Wi = Wsi' This feature of
involuntary employment is in fact present for any utility function where
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leisure is a normal good (see Azariadis and Stiglitz, 1983). Note also that
the contract cannot leave the firm the freedom' to set employment ex post
anymore: with the severance pay equal to the wage, the firm has an incen
tive to choose ~ as high as possible, whatever OJ.

2.2.3.2 Contracting with Adverse Selection

A second wave of labor contract models (see Azariadis, 1983; Chari, 1983;
Green and Kahn, 1983; and Grossman and Hart, 1983) have added adverse
selection to the previous framework. In earlier sections, adverse selection
introduced a trade-off between rent extraction and allocative efficiency.
In this subsection, this will translate into a trade-off between insurance
and allocative efficiency, because contracting takes place at the ex ante
stage and not at the interim stage. In the previous subsection, the optimal
contract was efficient and reproduced the spot-market allocation [that is,
we had OjQ'(~L)=G whenever layoffs occurred, that is, whenever ~ < 1].
Assume now instead that contract execution takes place at a time when
only the firm knows the value of O. As a result of this information asym
metry, incentive constraints must be imposed on the optimal contracting
problem. To keep things simple, assume perfect substitution between money
and leisure and set f =1. Moreover, assume L =1, and int~rpret ~ now as
the number of hours worked by each individual worker, while Wi is
individual compensation. lO We thus have the utility function U[Wi +
(1- ~)G].

Under these assumptions, the firm's optimization problem becomes

Max :LJ'jV[OiQ(aj) - Wi]
Wi,ai i

subject to

OjQ(aJ-Wi -:?OjQ(aj)-Wj i,j=L,H

As before, this problem can be solved by first looking at the incentive
constraint that is violated in the first-best outcome. An interesting special

10. We thus abstract away here from the issue of potential unequal treatment among workers.
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case occurs when the firm is risk neutral, for then it is optimal to fully insure
workers and set

so that the incentive constraints reduce to

8iQ(ai)-Wi ;:::8iQ(aj)-(aj -ai)G-wi

But these conditions are automatically satisfied when ~ is ex post effi
cient: intuitively, by setting a wage level that rises by G times the employ
ment level ~, the optimal contract induces firms to internalize the value of
leisure that workers lose when they have to work, and to choose ex post
efficient employment levels.

On the one hand, under firm risk neutrality, adverse selection does not
change the optimal contract here. On the other hand, when the firm is risk
averse, it is efficient to reduce WL relative to WH, in order to share risk with
workers. This action, however, creates an incentive problem in that the firm
may want to claim falsely to be in state 8L in order to reduce its wage cost.
This problem arises whenever V(·) is sufficiently concave relative to u(·).

To make the point, consider the extreme case where the firm is risk averse
(V" < 0) but the worker is risk neutral [u" =0, or u(x) =x]. In this case, the
relevant incentive constraint is

8HQ(aH)-WH =8HQ(aL)-wL

Since the individual rationality constraint is also binding at the optimum,
we have a maximization problem with two equality constraints. The first
order conditions with respect to Wi and ~ are then given by

-f3LV'(ITL)+Aa f3L +Ab =0

-f3HV'(ITH)+Aaf3H -Ab =0

f3LV'(ITL)eLQ'(ad - Aaf3LG - Ab8HQ'(ad;::: 0

f3HV'(ITH)eHQ'(aH) - Aaf3HG+ Ab8HQ'(aH);::: 0

(2.21)

(2.22)

(2.23)

(2.24)
~

where Aa and Ab are the Lagrange multipliers for the individual-rationality
and incentive constraints, respectively.u

11. Remember that, by the feasibility constraints, €X;::; 1.
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Conditions (2.22) and (2.24) yield

(}HQ'(aH);;:::G

while conditions (2.21) and (2.23) yield

II Q'( ) G Ab (}H-(}L Q'( )
U L a L;;::: + A

a
f3L a L

Moreover, these two conditions are binding whenever workers are fully
employed, that is, whenever ~=1. Finally, conditions (2.21) and (2.22) imply

(2.27)

since Ab > O.
The intuition for these results is as follows: Because the incentive con

straint binds, risk sharing is imperfect, and underemployment occurs, but
only in the bad state of nature (}L [see equations (2.25) and (2.26)]. We thus
obtain again the result of no distortion at the top. Note that while these
results have been obtained under worker risk neutrality, allowing for a little
concavity for u(-) would keep these results unchanged, provided the firm is
(sufficiently) risk averse.

This model thus generates underemployment in bad states·of nature, but
not wage stability relative to profits: underemployment relies on the suffi
cient concavity of V(·) relative to u(·). Moreover, interpreting () = (}L as a
recession'is difficult, since () has to be private information to the firm (see,
however,Grossman, Hart, and Maskin (1983), for a macroeconomic exten
sion of this framework that is immune to this criticism). Finally, the under
employment result is itself dependent on the. particular choice of utility
functions: assume instead firm risk neutrality (V" =0) and a Cobb-Douglas
utility function for workers [u(·) =logw + 10g(K + 1- a)]. In this case, the
first-best allocation (aL < aH and WL == WH) violates the incentive constraint
of the firm when it is in the bad state of nature (}L: since total payments to
workers do not depend on the realization of () but employment is higher in
the good state (}H, announcing () = (}L is never incentive compatible. Solving
the model with the incentive constraint

then yields ex post efficient employment when () = (}L and possible
overemployment when () = (}H, thus overturning the previous prediction of
underemployment.
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In conclusion, the optimal contracting approach, by stressing the
insurance role of labor contracts, has offered an interesting motive for
wage stability. However, it has failed to deliver robust predictions on invol
untary unemploYment or underemployment. From this perspective, moral
hazard models based on "efficiency wages" have been more successful (see
Chapter 4).

2.2.4 Regulation

Regulation of natural monopolies is another area where adverse selection
ideas have been emphasized, because public regulators are often at an infor
mational disadvantage with respect to the regulated utility or natural
monopoly. Baron and Myerson '(1982) have written a pioneering contribu
tion in the field, deriving the optimal output-contingent subsidy scheme for
a regulator facing a firm with a privately known productivity parameter that
belongs to a continuous interva1.12 Later, Laffont and Tirole (1986) pointed
out that in reality subsidy schemes are also cost contingent and built a
model where accounting costs are observable, but reflect both "intrinsic
productivity" and an "effort to cut costs." Interestingly, this framework
combines both an adverse selection and a moral hazard (hidden action)
element. In this subsection, we study the simplest possible version of the
Laffont-Tirole model, which is the cornerstone of the "new economics of
regulation" (see their 1993 book).

The basic economic problem involves a regulator concerned with pro
tecting consumer welfare and attempting to force a natural monopoly to
charge competitive prices. The main difficulty for the regulator is that he
does not have full or adequate knowledge of the firm's intrinsic cost struc
ture. More formally, consider a natural monopoly with an exogenous cost
parameter 0 E {OL, OH}' Define j).O = OH - Ov The firm's cost of producing
the good is c =0 - e, where e stands for "effort." Expending effort has cost
If/(e) = [max{O, e}F/2, which is increasing and convex in e. Assume that the
regulator wants the good to be produced against the lowest possible
paYment P =s + c (where s is a "subsidy," or payment to the firm in excess
of accounting cost c). Minimizing the total paYment to the firm can be jus
tified on the grounds that it has to be financed out of distortionary taxa-

12. This paper has been very influential in terms of dealing with adverse selection with more
than two types (see section 2.3).
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tion, which a benevolent regulator should be anxious to minimize. The
payoff of the firm is P - C - If/(e) =S - If/(e). Ifthe regulatqr observes the
value of the cost parameter 8, it tries to achieve

mins+c=s+8-e

subject to the individual-rationality constraint

s-[max{O, e}]2/2 '20

This approach yields an effort level e* =1 and a subsidy s* = 0.5. One can
interpret this outcome as the regulator offering the firm a fixed total
payment P, which induces the firm to minimize C + If/(e), and thus to choose
e* =1. This is what the regulation literature calls a "price-cap scheme"; the
opposite of price caps is a "cost-plus" scheme, where the firm receives a
constant subsidy s irrespective of its actual cost (such a scheme would result
in zero effort, as is easy to see). Between these two extreme regulatory
regimes, we have cost-sharing agreements, where the incentive scheme
induces more effort the closer it is to the price cap. With adverse selection,
price caps may be suboptimal because they fail to optimally extract the reg
ulated firm's informational rent (see Laffont and Tirole, 1993, for discus
sions of regulation issues).

Indeed, assume that the regulator cannot observe the cost parameter
of the firm but has prior belief as follows: Pr(8 = 8L) =[3. Call (SL' CL) the
contract that will be chosen by type 8L (who then expends effort eL =

8L - CL), and call (SH' CH) the contract that will be chosen by type 8H (who
then expends effort eH = 8H- CH)' The regulator chooses these contracts so
as to minimize [3(SL + CL) + (1 - [3)(SH + CH), or, equivalently (since the 8's
are exogenous), to solve

subject to participation and incentive constraints

SL -[max{O, eL}f /2'2°
SH -[max{0,eH}]2 /2'20

SL -[max{O, eL}]2/2 '2sH -[max{O, eH -Ll8}]2 /2

SH - [max{O, eH}]2 /2'2 SL - [max{O, eL +Ll8}]2 /2
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The first two inequalities are participation constraints, and the next two are
incentive constraints. Achieving CH implies effort level eH for type OH but
effort level eH - flO for type OL, and similarly for cost CL-

We shall be interested in avoiding comer solutions. Accordingly, we
assume that eH =OH - CH> flO, so that OL - CH> O. This is a condition involv
ing equilibrium effort, and we shall express it directly in terms of exoge
nous parameters of the model.

The first·best outcome has the same effort level for both types (since
both effort cost functions and marginal productivities of effort are identi
cal) and therefore the same level of subsidy, but a higher actual cost for the
inefficient type. The incentive problem in this first-best outcome arises from
the fact that the efficient type wants to mimic the inefficient type, to collect
the same subsidy while expending only effort e* - flO, and achieving actual
cost CH. As a result, the relevant incentive constraint is that of the efficient
type, while the relevant participation constraint is that of the inefficient
type, or

SL -el/2 =SH -(eH _flO)2 /2

SH -e1/2=O

Rewriting the optimization problem using these two equalities yields

min{,8{el/2-eL +[e1 /2-(eH - fle)2 /2])+(1- ,8)(e1 /2 -eH)}

which implies as first-order conditions

eL =1

and

,8
eH =1---fle

1-,8

We thus have again the by-now-familiar "ex post allocative efficiency at
the top" and underprovision of effort for the inefficient type, since this
underprovision reduces the rent of the efficient type [which equals elr/2 
(eH - flO)2/2]. Because of the increasing marginal cost of effort, a lower
actual cost CH benefits the efficient type less than the inefficient type in
terms of effort cost savings. The incentive to lower eH increases in the cost
parameter differential and in the probability of facing the efficient type,
whose rents the regulator is trying to extract.
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In terms of actual implementation, the optimal regulation therefore
involves offering a menu that induces the regulated firm with cost param
eter 8L to choose a price-cap scheme (with a constant price PL =SL + CL =
SL + 8L - eL, where 8L and eL are the solutions computed previously) and
the regulated firm with cost parameter 8H to choose a cost-sharing arrange
ment (with a lower price plus a share of ex post costs that would make effort
eH optimal and leave it zero rents). As appealing as this solution appears to
be, it is unfortunately still far from being applied systematically in practice
(see Armstrong, Cowan, and Vickers, 1994).

2.3 More Than Two Types

We now return to the general one-buyer/one-seller specification of section
2.1 and, following Maskin and Riley (1984a), discuss the extensions of the
basic framework to situations where buyers can be of more than two types.
We shall consider in tum the general formulation of the problem for n ;::: 3
types and for a continuum of types. This latter formulation, first analyzed
in the context of regulation by Baron and Myerson (1982), is by far the
more tractable one.

2.3.1 Finite Number of Types

Recall that the buyer has a utility function

u(q, T,8J =8iv(q)-T

But suppose now that there are at least three different preference types:

with n ;::: 3. Call f3i the proportion of buyers of type 8i in the population.
Let {(qi' Ti); i = 1, ... , n} be a menu of contracts offered by the seller.
Then, by the revelation principle, the seller's problem is to choose {(qi' Ti);
i = 1, ... , n} from among all feasible menus of contracts to solve the
program

l
max{(qi,TiH I:l(1; -CqJf3i
subject to

for all i 8iv(qJ - 1; ;::: 0

for all i, j 8iv(qJ - 1; ;::: 8iv(qj) - Tj
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Just as in the two-type case, among all participation constraints only the
one concerning type 6t will bind; the other ones will automatically hold
given that

8iv(qJ -Ii ~ 8iv(ql) -Ii ~ 81v(ql) -Ii ~ 0

The main difficulty in solving this program is to reduce the number of
incentive constraints to a more tractable set of constraints [in this program,
there are n(iz - 1) incentive constraints]. This reduction can be achieved if
the buyer's utility function satisfies the Spence-Mirrlees single-crossing
condition:

~[_ au/aq]>o
a8 au/aT

With our chosen functional form for the buyer's utility function, 8iv(q)
T, this condition is satisfied, as can be readily checked. This observation
leads us to our first step in solving the problem:

Step 1: The single-crossing condition implies monotonicity and the
sufficiency of "local" incentive constraints.

Summing the incentive constraints for types 8i =I:- ~' that is

8iv(qi)-Ii ~8iv(qj)-Tj

and

we have

Since v'(q) ~ 0, this equation implies that an incentive-compatible contract
must be such that qi ~ % whenever 8i > 8j. That is, consumption must be
monotonically increasing in 8 when the single-crossing condition holds.

It is this important implication of the single-crossing property that
enables us to considerably reduce the set of incentive constraints. To see
why monotonicity of consumption reduces the set of relevant incentive con
straints, consider the three types 8i-l < 8i < 8i+h and consider the following
incentive constraints, which we can call the local downward incentive con
straints, or LDICs:
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and

eiV(qi) -Ii ~ eiV(qi-1) -Ii-1

This second constraint, together with qi ~ qi-l. implies that

ei+1V(qJ -Ii ~ ei+1V(qi-1) -Ii-1

which in tum implies that the downward incentive constraint for type ei+1

and allocation (qi-l. Ti- 1) also holds:

Therefore, if for each type ei, the incentive constraint with respect to type
ei- 1 holds-in other words, the LDIC is satisfied-then all other downward
incentive constraints (for ei relative to lower e's) are also satisfied if the
monotonicity condition qi ~ qi-1 holds. We are thus able to reduce the set of
downward incentive constraints to the set of LDICs and the monotonicity
condition qi ~ qi-1. One can easily show that the same is true for the set of
upward incentive constraints (that is, for ei relative to upper e's).

We can thus replace the set of incentive constraints by tp.e set of local
incentive constraints and the monotonicity condition on consumption. The
next question is whether the set of incentive constraints can be reduced still
further.

Step 2: Together with the monotonicity of consumption, the relevant set
of incentive constraints is the set of LDICs, which will bind at the
optimum.

Just as in the two-type analysis of section 2.1, we can start by omitting the
set of local upward incentive constraints (LUICs) and focus solely on
monotonicity of consumptiontogether with the set of LDICs.Then it is easy
to show that the optimum will imply that all LDICs are binding. Indeed,
suppose that an LDIC is not binding for some type ei, that is,

eiV(qi) -Ii> eiV(qi-1) -Ii-1

In this case, the seller can adapt his schedule by raising all 1j's for j ~ i
by the same positive amount so as to make the preceding constraint
binding. This method will leave unaffected all other LDICs while improv
ing the maximand.
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In tum, the fact that all LDICs are binding, together with the monoto
nicity of consumption, leads all LUICs to be satisfied. Indeed,

8iv(qi)-1i = 8iv(qi-l)-1i-l

implies

8i-1V(qJ-1i ~8i-lV(qi-l)-1i-l

since qi-l ~ qi' Therefore, if the single-crossing condition is verified, only the
LDIC constraints are binding when the monotonicity condition qi-l ~ qi
holds, so that the seller's problem reduces to

max{(qi,Ti}}

subject to

for all i

and

~n (1': -cq.)f3."""i=l I I I

81v(qd-11 =0

8iv(qi)-1i =8iv(qi-l)-1i-l

qi ;::: qj where 8i ;::: 8j

Step 3: Solving the reduced program.

The standard procedure for solving this program is first to solve the
relaxed problem without the monotonicity condition and then to check
whether the solution to this relaxed problem satisfies the monotonicity
condition.

Proceeding as outlined, consider the Lagrangian

L = i: {[1i -CqiJf3i +Aj [8iv(qJ-8iv(qi-l)-1i +1i-d}+fL[81v(ql)-l1J
i=l

The Lagrange multiplier associated with the LDIC for type 8i is thus A;,
while fL is the multiplier associated with the participation constraint for type
Bt. The first-order conditions are, for 1 < i < n,

aL
a1i =Pi - Ai +Ai+l =0

and, for i =n,
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Thus, for i =n, we have 8nv'(qn) =c. In other words, consumption is efficient
for i =n. However, for i < n, we have 8iv'(qi) > c. In other words, all types
other than n underconsume in equilibrium.

These are the generalizations to n types of the results established for two
types. If one wants to further characterize the optimal menu of contracts, it
is more convenient to move to a specification where there is a continuum
of types. Before doing so, we briefly take up an important issue that our
simple setting has enabled us to sidestep so far.

2.3.2 Random Contracts

So far, we have restricted attention to deterministic contracts. This restric
tion involves no loss of generality if the seller's optimization program is
concave. In general, however, the incentive constraints are such that the
constraint set faced by the seller is nonconvex. In these situations the seller
may be able to do strictly better by offering random contracts to the buyer.
A random contract is such that the buyer faces a lottery instead of buying
a fixed allocation:

We shall consider a simple example where stochastic contracts strictly dom
inate deterministic contracts: Let [q(8i), T(8i)] , i =1,2, be an optimal deter
ministic contract. Assume a utility function u(q, T, 8) that is concave in q
and such that the buyer of type 8z is more risk averse than the buyer of type
81 (where 8z> 81), Since both types of buyers are risk averse, they are willing
to pay more for qi than for any random qi with mean qi' In partIcular, if type
81 is indifferent between (Tr, q1), where T1 is fixed, and (Tr, q1), we must
have T1 < T1• In other words, by introducing a random scheme, the seller is
certain to lose money on type fJr, so the only way this can be beneficial is
if he can charge type 8z more. By assumption, type 8z is more risk averse,
so that she strictly prefers (Tr, q1) to (Tr, Q1)' The seller can therefore find
8 > 0 such that type 8z (weakly) prefers (T2+8, q2) to (Tr, Q1)' If type 8z is
sufficiently more risk averse than type fJr, the seller's gain of 8 outweighs
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the loss of Tl - fl. Instead, if type 8z is less risk averse than type ~, then
the random contract does not dominate the optimal deterministic con
tractY This intuition is indeed correct, as Maskin and Riley (1984a) have
shown. It stems from the fact that the relevant incentive constraints are the
downward constraints; there is therefore no point in offering type 8z a
random allocation, since it involves an efficiency loss for this type without
any gain in t~rms of rent extraction on the other type, whQ is already at her
reservation iutility level.

An example of a random contract in the real world is an economy-class
airline ticket, which comes with so many restrictions relative to a business
class ticket that it effectively imposes significant additional risk on the trav
eler. It is in part because of such restrictions that business travelers, who
often feel they cannot afford to take such risks, are prepared to pay sub
stantially more for a business-class ticket.

2.3.3 A Continuum of Types

Suppose now that () does not take a finite number of values anymore but
is distributed according to the density f( (}) [with c.d.f F( (})] on an interval
W, 8]. Thanks to the revelation principle, the seller's problem with a con
tinuum of types can be written as follows:

l
maXQ(9),n9) J: [T((}) - cq((})]f((})d(}

subject to

(IR) (}v[q((})] - T((}):2: 0 for all () e [ft, 8]

(IC) (}v[q((})]-T((}):2:8v[q(8)]-T(8) for all (},8e[ft,8]

Note first that we can replace the participation constraints (IR) by

(IR') ftv[q(ft)] - T(ft):2: 0

given that all (IC)'s hold. Note also that the seller may want to exclude
some types from consumption; this can be formally represented by setting
q(8) = T( (}) =0 for the relevant types.

It is convenient to decompose the seller's problem into an implementa
tion problem [which functions q((}) are incentive compatible?] and an

13. In fact, one can show that the optimal contract is deterministic in our simple case where
u(q,T,O) = Ov(q) - T.
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optimization problem [among all implementable q(e) functions, which one
is the best for the seller?].

2.3.3.1 The Implementation Problem

With a continuum of types it is even more urgent to get a tractable set of
contraints than in the problem with a finite set of types n. As we shall show,
however, the basic logic that led us to conclude that all incentive constraints
would hold if (1) consumption q(e) is monotonically increasing in eand (2)
all local downward incentive constraints are binding also applies in the case
where there is a continuum of types.

More formally, we shall show that if the buyer's utility function satisfies
the single-crossing condition

~[_ au/aq]>o
ae au/aT

as it does under our assumed functional form

u(q, T, e) = ev(q) - T

then the set of incentive constraints·in the seller's optimization problem is
equivalent to the following two sets of contraints:

Monotonicity:

Local incentive compatibility:

dq(e) -
eV'[q(e)]d"e =T'(e) for all eE [~, e]

To see this point, suppose, first, that all incentive constraints are satisfied.
Then, assuming for now that the consumption q(e) and transfer T(e) sched
ules are differentiable, it must be the case that the following first- and
second-order conditions for the buyer's optimization problem are satisfied .
at 8= e: .

ev'[q(e)] dq~) - T'(e) =0
de

Foe
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and
A 2 2 A

8Vlf[q(8)]( dq~)J +8v'[q(e)] d ~(8) - TI/(8) ~ 0
d8 d82 soc

Thus the first-order conditions of the buyer's optimization problem are
the same as the local incentive compatibility constraints earlier. If we
further differentiate the local incentive compatibility condition with respect
to 8 we obtain

8VI/[q(8)](dq(8))2 +v'[q(8)] dq(e) +8v'[q(8)] d
2
q(8) - TI/(8) = 0

d8 d8 d82

but from the buyer's SOC, this equation implies that

v'[q(8)] d~~) ~ 0

or, since v'[q( 8)] > 0, that

dq(e) > 0
d8 -

Suppose, next, that both the monotomclty and the local incentive
compatibility conditions hold. Then it must be the case that all the buyer's
incentive compatibility conditions hold. To see this result, suppose by
contradiction that for at least one type 8 the buyer's incentive constraint is
violated:

8v[q(8)] - T(8) < 8v[q(8)] - T(8)

for at least one 8"# 8. Or, integrating,

J:[8V'[q(X)] d~~) -T'(X)]dX> 0

By assumption we have dq(x)/dx ~ 0, and if 8> 8, we have

8v'[q(x)] < xv'[q(x)]

Therefore, the local incentive constraint implies that

J:[8v'[q(X)]d~~)-T'(X)]dx<O



85 Static Bilateral Contracting

a contradiction. Finally, if 8 < e, the same logic leads us to a similar
contradiction. This result establishes the equivalence between the mono
tonicity condition together with the local incentive constraint and the full
set of the buyer's incentive constraints.

2.3.3.2 The Optimization Problem

The seller's problem can therefore be written as

max re[T(e) - cq(e)]!(e)de
q(8);T(8) J{l

subject to

~v[q(~)]- T(~) ~ 0

dq(e) > 0
de -

T'(e) = ev'[q(e)] dq(e)
de

(2.28)

(2.29)

(2.30)

The standard procedure for solving this program is first to ignore the
monotonicity constraint and solve the relaxed problem with only equations
(2.28) and (2.30). This relaxed problem is reasonably straightforward to
solve given our simplified utility function for the buyer.

To deriv~ the optimal quantity function, we shall follow a procedure first
introduced by Mirrlees (1971), which has become standard. Define

Wee) == ev[q(e)] - T(e) =m~{ev[q(8)] - T(8)}
8

By the envelope theorem, we obtain

dW(e) =aW(e) =v[q(e)]
de ae

or, integrating,

Wee) =f: v[q(x)]dx+ W(~)

At the optimum the participation constraint of the lowest type is binding,
so that W(fl) =0 and

Wee) = f: v[q(x)]dx
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Since

T(e) =ev[q(())] - Wee)

we can rewrite the seller's profits as

rc =S:[ev[q(8)]-U:v[q(x)]dx]-cq(e)]f(e)de

or, after intygration by parts,14

rc =J: ({ev[q(e)] - cq(e)}f(()) - v[q(e)][l- F(())])de

The maximization of rcwith respect to the schedule q(.) requires that the _
term under the integral be maximized with respect to q(e) for all e. Thus
we have

1-F(e)
ev'[q(e)] =c + fee) v'[q(())]

or

[
e - 1-F(())Jv'[q(e)] = c

fee)

(2.31)

From this equation, we can immediately make two useful
observations:

1. Since first-best efficiency requires ev'[q(e)] = c, there is under
consumption for all types e< e.

14. Remember that

ii - ii
r uv' = [uv]: - r u'v
J~ _ J~

Here, let v' =f(O) and u =JV[q(x)]dx so that

S:U:V[q(x)]dx)f(O)dO =[f:V[q(x)]dx F(O)]: - f:V[q(O)]F(O)dO

which is equal to

s:V[q(O)][l- F(O)]dO
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2. We can obtain a simple expression for the price-cost margin: Let T'(e)
== p[q(e)]. Then from equation (2.30) in the seller's optimization problem
we have p[q(e)] =ev'[q(e)]. Substituting in equation (2.31), we get

P-c 1-F(e)

P ef(e)

It finally remains to check that the optimal solution defined by equations
(2.31) and (2.30) satisfies the monotonicity constraint (2.29). In general
whether condition (2.29) is satisfied or not depends on the form of buyer's
utility function and/or on the form of the density function f( e). A sufficient
condition for the monotonicity constraint to be satisfied that is commonly
encountered in the literature is that the hazard rate,

h(e)== fee)
1-F(e)

is increasing in e.15

It is straightforward to verify that if the hazard rate is increasing in e,
then condition (2.29) is verified for the solution given by equations (2.31)
and (2.30). Indeed, letting

(e) =[e 1-F(e)]
g fee)

the first-order conditions can be rewritten as

g(e)v'[q(e)] =c

Differentiating this equation with respect to ethen yields

dq _ g'(e)v'[q(e)]
de - v"[q(e)]g(e)

Since v(·) is concave and gee) > 0 for all e, we note that dqjde'?:. 0 if
g'(e) > O. A sufficient condition for g'(e) > 0 is then that ljh(e) is
decreasing in e.

15. In words, the hazard rate is the conditional probability that the consumer's type
belQ.ngs to the interval [e,e + de], given that her type is known to belong to the interval
[e, e].
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The hazard rate h(e) is nondecreasing in efor the uniform, normal, expo
nential, and other frequently used distributions; therefore, the preceding
results derived without imposing the monotonicity constraint (2.29) are
quite general. The hazard rate, however, decreases with eif the density f( e)
decreases too rapidly with e, in other words, if higher e's become relatively
much less likely. In this case, the solution given by equations (2.31) and
(2.30) may violate condition (2.29). When the monotonicity constraint is
violated, the solution that we obtained must be modified so as to "iron out"
the nonmrinotonicity in q(e). For the sake of completeness, we now tum to
this case.

2.3.3.3 Bunching and Ironing

Call the solution to the problem without the monotonicity constraint (2.29)
q*(e). So we have

[e_ 1- F (e)]V'[q*(e)]=c
fee)

Assume that dq*(e)/de < 0 for some e E [11,8], as in Figure 2.2.

q(e)

'------------I---------+-----t----~ e

Figure 2.2
Violation of the Monotonicity Constraint
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This could be the case when the hazard rate h(e) is not everywhere
increasing in e. Then the seller must choose the optimal q(e) [which we will
call q(e)] to maximize the constrained problem

18[ v[q(e)]]
maxlr= ev[q(e)]-cq(e)--h() f(e)de

q(8) f! e
subject to

dq(e) > 0
de -

Assume that the objective function is strictly concave in q(e) and that
the unconstrained problem is such that dq*(e)/de changes sign only a
finite number of times. Then the following "ironing" procedure can be
applied to solve for the optimal nonlinear contract: Rewrite the seller's
problem as

18[ v[q(e)]]
maXlr = ev[q«())] - cq«()) - -h() f(e)de
~~ f! e

subject to

dq(e) = j1«())
de

j1(e) ~ 0 -

The Hamiltonian for this program is then

[
v[q(e)]]

H(e, q, j1,).,) = ev[q(e)] -cq(e) - h(e) f(e) + ).,(e)j1(e)

And by Pontryagin's maximum principle, the necessary conditions for an
optimum [q(e), p(e)] are given by

1. H[e, q(e), p(e), A(e)] ~ H[e, q(e), j1(e), A(e)]

2. Except at points of discontinuity of q(e), we have

dA(e) =-[(e - _1_)v1[q(e)] - c]f(e)
de h(e)

3. The transversality conditions A(~) = ,1(8) = 0 are satisfied.

(2.32)
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These conditions are also sufficient if H[e, q(e), p(e), A(e)] is a concave
function of q.16

Integrating equation (2.32), we can write

A(e) =-J:[(e- hte))v'[q(e)]-c]f(e)de

Using the transversality conditions, we then have

0= A(e) =i(~D =-J:[(e- hte))V'[q(e)]-c]f(e)de

Next, the first condition requires that p(e) maximize H( e, q, J1, A) subject
to p(e) ~ o. This requirement implies that A(e) :::; 0 or

J:[(e- hte))v'[q(e)]-c]f(e)de~o

Whenever A(e) < 0 we must then have

Jj(e) =dq(e) =0
de

Thus we get the following complementary slackness condition:

dq(e) .19 [(e __l_)v'[q(e)] - c]f(e)de =0
de ~ h(e)

for all eE [1l, e].
It follows from this condition that if lj(e) is strictly increasing over

some interval, then it must coincide with q*(e). To see this conclusion, note
that

Jj(e) = dq(e) >0 =} A(e)=o ==> dAce) =0 =} (e--1-)v'[q(e)]-c=0
dee) de h(e)

But this is precisely the condition that defines q*(e). It therefore only
remains to determine the intervals over which lj(e) is constant. Consider
Figure 2.3. To the left of e1 and to the right of ez, we have

16. See Kamien and Schwartz (1991), pp. 202, 205.
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Bunching and Ironing Solution

A(e) = 0 and j1(e) = dq(e) = dq* (e) > 0
de de

And for any ebetween e1 and 8z, we have

A(e) <0 and j1(e) =0

By continuity of A(e), we must have A(e1) = A(8z) =0, so that

J:[(e- h~))v'[q(e)]-c]=o

In addition, at e1 and 8z we must have q*(e1) =q*(8z). This follows from the
continuity of q(e). Thus we have two equations with two unknowns, allow
ing us to determine the values of e1 and 8z. An interval [e1> 8z] over which
q(e) is constant is known as a bunching intervaL .

To gain some intuition for the procedure, consider the density function
depicted in Figure 2.4. This density does not have a monotonically increas
ing hazard rate. In this example, there is little likelihood that the buyer's
type lies between e1 and 8z. Now suppose that the seller offers some strictly
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Figure 2.5
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increasing schedule q*(B). Remember that consumer surplus W(B)
Bv[q(B)] - T [q( B)] can be rewritten as

W(B) =J:v[q(x)]dx

so that the utility of a buyer of type Bincreases at a rate that increases with
q(B). Now the seller can reduce the rent to all types B~ B1 by specifying a
schedule lj( B) that is not strictly increasing, as in Figure 2.5.

This rent reduction involves a cost, namely, that all types BE [Bh 8z] will
pay a lower transfer than the total transfer that could be extracted from them
without violating the incentive constraints. But there is also a benefit, since
the incentive constraints for the types B~ 8z are relaxed, so that a higher
transfer can be extracted from them.The benefit will outweigh the cost if the
likelihood that the buyer's type falls between B1 and 8z is sufficiently low.

2.4 Summary

The basic screening model described in this chapter has been hugely influen
tial in economics. We have detailed the way in which it can be solved and its
main contract-theoretic insights, as well as a number of key applications. We
can summarize the main results in terms ofpure contract theory as follows:

• The two..,.type case provides a useful paradigm for the screening problem,
since many of its insights carry over to the case with more than two types.

• When it comes to solving the screening problem, it is useful to start from
the benchmark problem without adverse selection, which involves maxi
mizing the expected payoff of the principal subject to an individual ration
ality constraint for each type of agent. At the optimum, allocative efficiency
is then achieved, because the principal can treat each type of agent sepa
rately and offer a type-specific "package."

· In the presence of adverse selection, however, the principal has to offer
all types of agents the same menu of options. He has to anticipate that each
type of agent will choose her favorite option. Without loss of generality, he .
can restrict the menu to the set of options actually chosen by at least one
type of agent. This latter observation, known as the revelation principle,
reduces the program of the principal to the maximization of his expected
payoff subject to an individual-rationality constraint and a set of incentive
constraints for each type of agent.
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• In the nonlinear pricing problem with two types, one can moreover (1)
disregard the individual rationality constraint of the high-valuation type, as
well as the incentive constraint of the low-valuation type; (2) observe that
a reduction of the consumption of the low-valuation type lowers the infor
mational rent of the high-valuation type. The optimal contract then trades
off optimally the allocative inefficiency of the low-valuation type with the
informational rent conceded to the high-valuation type. In contrast, there
is no allocat,ive inefficiency for the high-valuation type and no rent for the
low-valuation type, since no buyer wants to pretend that an object is worth
more to her than it really is.

• In other applications, the technical resolution method is broadly the same
as in the nonlinear pricing problem. While the .structure of incentive
constraints is similar across applications, the same is not always true for
individual rationality constraints: (1) for example, in the labor-contract
application, contracting takes place ex ante, before the firm learns its type,
so that there is a single individual-rationality constraint for the firm; (2) in
the optimal-income-tax application, the government is able to force partici
pation of the agent; its utilitarian objective function, together with its
budget constraint, induces a specific trade-off between allocative efficiency
and the distribution of rents across individuals; (3) finally, in the credit
rationing and regulation problems, we have the same trade-off between rent
extraction and allocative efficiency-and the same type of individual
rationality constraints-as in the nonlinear pricing problem of section 2.1.

• For generalizations to more than two types, the continuous-type case is
often easiest to analyze, because the set of incentive constraints can often
be replaced by a simple differential equation plus a monotonicity condition
for the allocations of each type of agent (itself implied by the "Spence
Mirrlees" monotonicity condition on the agent utility with respect to her
type). The problem with a continuum of types reveals that what is robust
in the two-type case is the existence of positive informational rents and of
allocative inefficiency (indeed, these two features happen for all types in
the interior of the interval of types, so that they are "probability-one
events").

• Under natural restrictions on the distribution of types (e.g., a monotone
hazard rate), we have "full separation"; that is, any two different types end
up choosing different points in the menu of options offered by the princi-
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pal, implyiIig that the monotonicity condition is strictly satisfied. The point
wise choice of options in the contract is the outcome of the same type of
trade-off as in the two-type case between allocative efficiency and rent
extraction.

• In some cases, the distribution of types does not lead to full separation
for example, when there are intermediate types that the principal consid
ers to be of low prior probability, as in the case of a multimodal type
distribution. There would then be an incentive for the principal to have
severe allocative inefficiency for these types, in order to reduce the rents of
adjacent types. But this incentive conflicts with the monotonicity condition
mentioned earlier. In this case, a procedure of "bunching and ironing" has
been outlined to solve for the optimal contract, relyiIig on Pontryagin's
maximum principle. The monotonicity condition then binds for some inter
vals of types where bunching occurs. These intervals are derived by trading
off allocative efficiency and rent extraction with respect to the bunching
interval as a whole.

Beyond these contract-theoretic insights, there are important economic
lessons to be obtained from the screening paradigm:

• The analysis of nonlinear pricing has rationalized quantity discounts,
which increase allocative efficiency relative to linear pricing.

• Adverse selection in financial markets can rationalize the phenomenon
of equilibrium credit rationing, even though this result is sensitive to the
set of financial contracts that is allowed (see Chapter 11 in particular on
optimal financial contract design).

• Redistributive concerns by a government that has imperfect information
about individual types can rationalize distortionary income taxation, that
is, positive marginal income tax rates and therefore inefficiently low labor
supply, especially by low-productivity individuals, in order to reduce the
income gap between less and more productive individuals.

• A desire by the government not to abandon too many rents to regulated
firms can rationalize deviations from "price cap regulation" in favor of.
partial coverage of costs, at the expense of efficient cost cutting by regu
lated firms.

• Finally, the screening paradigm has been used to investigate the effect of
optimal labor contracting on equilibrium levels of employment. Although



96 Hidden Information, Screening

labor contracts clearly have a (partial) insurance role, the theory reveals
that the introduction of adverse selection does not produce robust predic
tions on deviations from efficient employment.

2.5 Literature Notes

The material covered in this chapter is "classical" and has by now gener
ated a huge iliterature. In this section, we stress only pathbreaking contri
butions that have been at the origin of this literature, surveys of its various
branches, and selected key recent advances that go beyond the scope of our
book.

The pioneering article developing the formal approach to the basic
adverse selection problem is Mirrlees (1971). The revelation principle,
which also applies in a multi-agent context, has· appeared in various
contributions, e.g., Gibbard (1973), Green and Laffont (1977), Myerson
(1979), and Dasgupta, Hammond, and Maskin (1979). The solution to the
problem with a continuum of types owes much to Baron and Myerson
(1982). See also (1) Guesnerie and Laffont (1984) for a general character
ization of "necessary and sufficient" conditions for the existence of a
second-best optimum in the one-dimensional case and (2) Jullien (2000)
and Rochet and Stole (2002) for explorations of type-dependent and
random individual rationality constraints.

Some key applications involving adverse selection and screening are the
following:

• Mussa and Rosen (1978) on nonlinear pricing, and Maskin and Riley
(1984a), on which section 2.1 is based. For an in-depth exploration of non
linear pricing, the book by Wilson (1993) is also an excellent source.

• A central reference on credit rationing is Stiglitz and Weiss (1981). See
also the surveys by Bester and Hellwig (1987), Bester (1992), and Harris
and Raviv (1992), which covers financial contracting more generally.

• On optimal taxation, beyond the classic contribution by Mirrlees (1971),
see also the surveys by Mirrlees (1986) and Tuomala (1990). Recent con
tributions not covered here that further operationalize the Mirrlees frame
work are Roberts (2000) and Saez (2001), for example.

• On implicit labor contracts under adverse selection, our discussion is
based on the papers by Azariadis (1983), Chari (1983), Green and Kahn
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(1983), and Grossman and Hart (1983). See also the summaries provided
by Azariadis and Stiglitz (1983) and Hart (1983a).

• Finally, for regulation under adverse selection, beyond the initial'contri
bution by Baron and Myerson (1982), we should mention the paper by
Laffont and Trrole (1986) which allows for the observability of costs and
which has led to a vast research output culminating in their 1993 book. See
also the survey by Caillaud, Guesnerie, Rey, and Tirole (1988).





3 Hidden Information, Signaling

In Chapter 2 we considered a contracting problem where the party making
the contract offer (the principal) is attempting to reduce the informational
rent of the other party (the agent). In this chapter we consider the oppo
site case where the principal has private information and may convey some
of that information to the agent either through the form of the contract
offer or through observable actions prior to the contracting phase. This type
of contracting problem under asymmetric information is commonly
referred to as a signaling or informed principal problem.

The classic example of a signaling problem is the model of education as
a signal by Spence (1973,1974). We shall base our exposition of the general
principles of contracting by an informed principal on that model.

The basic setup considered by Spence is a competitive labor market
where firms do not know perfectly the productivity of the workers they hire.
In the absence of any information about worker productivity, the com
petitive wage reflects only expected productivity, so that low-productivity
workers are overpaid and high-productivity workers underpaid. In this
situation the high-productivity workers have an incentive to try to reveal
(or signal) their productivity to the firms.

Spence considered the idea that education prior to entering the labor
market may act as a signal of future productivity. In a nutsh~ll, his idea was
that education might be less difficult or costly for high-productivity
workers. They could therefore distinguish themselves by acquiring more
education. It is important to emphasize that Spence did not argue that edu
cation per se would raise productivity, nor did he argue that education
would reveal ability through test scores. His point was rather that high
education would signal high productivity because it would be too costly for
low"'productivity types to acquire high education.

Spence's idea is the first example of a precontractual signaling activity. For
later reference it is useful to point out that the form of signaling considered
by Spence is one where the informed principal (the worker) takes an action
to convey information prior to contracting. As we shall see, this is a form of
signaling that is different from signaling in the contracting phase through the
form of the proposed contract. An example of the latter type of signaling·
would be the sale of shares in a company by the original owner: by selling a
larger or smaller fraction of the firm's shares the owner may signal what he
knows about the value of the company (see Leland and Pyle, 1977).

The informed-principal problem raises new conceptual difficulties. The
reason is that an informed principal's action, by conveying new information
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to the agent, changes the agent's beliefs about the type of principal he is
facing. Therefore, to determine equilibrium actions, one needs to under
stand the process by which the agent's beliefs are affected by these actions.

The approach initiated by Spence, subsequently refined by Kreps and
Wilson (1982) and others, has been to begin by specifying the agent's prior
beliefs about the principal's type, as well as the agent's beliefs about what
action each type of principal will take, then to determine each principal
type's action given the agent's beliefs, and finally to define an equilibrium
outcome as a situation where the agent's beliefs about what action each
type of priIicipal takes are correct (that is, the action believed to be chosen
by a given type is indeed the action chosen by that type) and where, given
the agent's updated beliefs (following the action), each type of principal is
acting optimally.

Unfortunately, the additional conceptual difficulty is not just to under
stand this complex process of revision of beliefs following an action by the
principal. Indeed, one of the unresolved problems with this approach is that
the equilibrium outcome cannot be perfectly predicted, since there are too
many degrees of freedom in choosing the agent's prior beliefs about each
principal type's action. This issue is addressed in subsequent work by Cho
and Kreps (1987) and Maskin and Tirole (1992) in particular.

In this chapter, we detail the original Spence model as well as its subse
quent theoretical developments. We then tum to several finance applica
tions that illustrate the general relevance of signaling models.

3.1 Spence's Model of Education as a Signal

We shall consider only the simplest version of Spence's model with two pro
ductivity levels: a worker's productivity can be either rH or rL, with rH > rL

> 0. Let f3i E [0,1] be the firm's prior belief that r = rio Workers are willing
to work at any wage w > 0, and firms are willing to hire any worker at a
wage less than the worker's expected productivity.

A worker of type i =L, H can get e years of education at cost c(e) = 8ie
before entering the labor market.1 The key assumption here is that 8H < 8L ,

or, in words, that the marginal cost of education is lower for high-

1. This is a model of voluntary education acquisition; e = 0 thus means that the worker does
not acquire any education beyond the minimum legal requirement.



101 Static Bilateral Contracting
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Figure 3.1
Single-Crossing Condition

productivity workers. Under tbis assumption the indifference curves of a
bigh-productivity and low-productivity worker can cross only once, as
indicated" in Figure 3.1.

Note that it is assumed here that education does not affect future pro
ductivity and is therefore purely "wasteful": its only purpose is to allow
bighly productive workers to distinguish themselves. This extreme, and
unrealistic, assumption can easily be relaxed. Its advantage here is to allow
us to identify very clearly the signaling role of education.

In bis original article, Spence considers a competitive labor market,
where workers determine their level of education anticipating that when
they enter the labor market the equilibrium wage is set equal to the
expected productivity of the worker conditional on observed education. We
shall postpone any discussion of equilibrium .determination in a competi..:
tive market until Part~ as the analysis of competition in the presence of
asymmetric information raises subtle new issues. For now, we shall consider
only the problem of education as a signal in a bilateral contracting setting
with one firm and one worker.

~.l;.i~ I

KO~s1J
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In a first stage the worker chooses education, and in a second stage the
wage is determined through bargaining. To stick as closely to Spence's
original analysis, we assume that in the bargaining phase the worker has all
the bargaining power.2

Suppose, to begin with, that the worker's productivity is perfectly observ
able. Then it should be obvious that each worker type chooses a level of
education ei = O. Indeed, since the worker's productivity is known, the
highest offer/the firm is willing to accept is Wi = ri regardless of the level of
education of the worker.

Now suppose that productivity is not observable. Then the first-best solu
tion eL = eH = 0 and Wi = ri can no longer be an equilibrium outcome. To
proceed further with our analysis of contracting under asymmetric infor
mation we need to specify precisely the game played by the worker and
firm, as well as the notion of equilibrium.

In the first stage of the game the worker chooses a level of education,
possibly randomly, to maximize his expected return. Let piCe) denote
the probability that the worker/principal of type i chooses education level
e. In the second stage of the game the outcome is entirely driven by how
the agent's beliefs have been affected by the observation of the principal's
education level. Let f3( eile) denote the agent's revised beliefs about
productivity upon observing e. Then the equilibrium wage in the second
stage is given by

Wee) = f3(eHle)rH + f3(eL!e)rL

where f3( eLle) = 1 - f3( eHle). This is the maximum wage the firm is willing to
pay given its updated beliefs.

As we hinted at earlier, the key difficulty in this game is determining the
evolution of the agent's beliefs. Imposing the minimum consistency require
ments on the agent's conditional beliefs in equilibrium leads to the defini
tion of a so-called perfect Bayesian equilibrium:

DEFINITION A perfect Bayesian equilibrium (PBE) is a set of (possibly
mixed) strategies {Ple)} for the principal's types and conditional beliefs
f3( ei Ie) for the agent such that

2. Note that in the opposite case, where the employer hasall the bargaining power, the equi
librium wage is w =0 no matter what the worker's productivity is. In this case, it is not in the
worker's interest to acquire costly education so as to signal his productivity.
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1. All education levels observed with positive probability in equilibrium
must maximize workers' expected payoff: that is, for all e* such that Piee*)
> 0, we have

e* E argmax{fiC8Hle)rH + fiC8Lle)rL -8ie}
e

2. Firms' posterior beliefs conditional on equilibrium education levels must
satisfy Bayes' rule:

fiC8ile) = ;iCe)fii

Li=lfiiPiCe)

whenever Piee) > 0 for at least one type.

3. Posterior beliefs are otherwise not restricted: if piCe) = 0 for i = L, H (so
that I.7:1fiiPi(e) = 0, and Bayes' rule gives no prediction for posterior beliefs),
then fi( 8ile) can take any value in [0, 1].

4. Firms pay workers their expected productivity:

wCe) =fiC8Hle)rH + fiC8Lle)rL

When a PBE is taken to be the outcome of this signaling game, essen
tially the only restriction that is imposed is that in equilibrium the agent's
beliefs are consistent with the agent's knowledge of the optimizing behav
ior of th~ principal.

To solve for a PBE one typically proceeds as follows. Using one's
basic understanding of how the game works, one guesses conditional beliefs
fi( 8ile) for the agent. Then one determines the principal's best response Piee)
given these beliefs. Finally one checks whether the beliefs fi( 8i le) are
consistent with the principal's optimizing behavior. In signaling games
the difficulty is usually not to find a PBE. Rather, the problem is that there
exist too many PBEs.

Using our intuitive understanding of Spence's model, we can easily guess
the following PBE. If the observed education level is high, it is likely that
the worker has high productivity. Indeed, even if a low-productivity worker.
could obtain a wage w =rH by acquiring education, he would not be willing
to choose a level of education above e, where e is given by rH - 8Le= rL.
Thus a candidate for a PBE is to set fi( 8Hle) =1 for all e ~ eand fi( 8Hle) =
ofor all e <e.1f the principal optimizes against these beliefs, then he chooses
no education when he has low productivity [PL(e) =0 for all e > 0] and he
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chooses the level of education ewhen he has high productivity. It is easy to
see that with this best response by the principal, the agent's beliefs are con
sistent in equilibrium.

The PBE we have identified captures in a simple and stark way Spence's
idea that the level of education can act as a signal of productivity. The high
productivity worker distinguishes himself by acquiring a level of education
e ~ eand obtains a high wage, rH, while the low-productivity worker does
not acquire any education and gets a low wage, rL.

However, the intuitively plausible PBE we have identified is by no means
the only one, so that the effectiveness of education as a signal is by no means
guaranteed. There are many PBEs, which can be classified into three
different categories:

1. Separating PBEs such as the one we have identified, where the signal
chosen by the principal identifies the principal's type exactly.

2. Pooling PBEs, where the observed signal reveals no additional informa
tion about the principal's type.

3. Semiseparating PBEs, where some but not all information about the
principal's type is obtained from the observation of the signal.

We focus here on giving a precise definition and characterization of the
set of separating and pooling equilibria, while commenting briefly on semi
separating PBEs whenever appropriate (indeed, this last type of equilib
rium is not very important in this economic context, as will be explained
later).3

DEFINITION A separating equilibrium is a PBE where each type of princi
pal chooses a different signal in equilibrium: eH '* eL so that f3( 8HleH) = 1,
f3( 8LleL) =1, and Wi =rio

It is straightforward to check that the set of separating equilibrium levels
of education is given by

Ss ={(eH,eL)!eL =OandeH e[rH -rL ,rH -rL 11..
8L 8H Jf

We illustrate one separating equilibrium in Figure 3.2. Intuitively,
since the low-productivity type is getting the worst possible wage, he has

3. For more on signaling models, see game theory texts, such as Fudenberg and Trrole (1991).
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Figure 3.2
Separating Equilibrium

no incentive to acquire education: he can obtain this wage with no edu
cation at all. Instead, the high-productivity type is getting the highest
possible wage rHo Incentive compatibility requires rH - 8LeH::; rL; otherwise,
the low-productivity type would prefer to acquire education level eH in
order to get wage rHo Similarly, we need rH - 8#H;::: rL; otherwise, the
high-productivity type would prefer no education and a wage of rL. Beyond
these restrictions, it is easy to find out-of-equilibrium beliefs that support
any eH in Ss. For example, as in Figure 3.2, f3(8~e) = 1 whenever e ;::: eH, and
f3(8Hle) =0 otherwise; under these beliefs, only 0 and eH can ever be optimal
worker choices.

DEFINITION A pooling equilibrium is a PBE where each type of principal
chooses the same signal in equilibrium: eH =eL so that f3( 8HleH) =f3H, f3( 8LleL)
=f3L, and w(eH) =w(eL) = f3LrL + f3HrH == r.

Again, it is straightforward to verify that the set of pooling equilibrium
levels of education is
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Figure 3.3
Pooling Equilibrium

Sp ={CeH' eL) IeL =eH =ep and ep E [0, f3LrL +~:rH - rL ]}

A pooling equilibrium is illustrated in Figure 3.3. Intuitively, Sp is
determined by the fact that the worker could obtain a wage of at least rL
without any education. This option is particularly attractive for the low
productivity type. Incentive compatibility thus requires f - fhep ~ rL. It is
then easy to find out-of-equilibrium beliefs that support any ep in Sp. For
example, as in Figure 3.3, f3(8Hle) = f3H and f3(8Lle) = f3L whenever e ~ ep , and
f3( 8Hle) =0 otherwise. Under these beliefs, only 0 and ep can ever be optimal
worker choices.

Finally, note that there also exists a set of semiseparating equilibria, where
at least one type of principal is mixing between two signals, one of which is
also chosen with positive probability by the other type of principal. The key
requirement here (as stressed in part 1 of the definition of a PBE) is that, for
mixing to be optimal, the type of principal who is mixing has to be indiffer
ent between the two signals that are played with positive probability.
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3.1.1 Refinements

The fact that there may be so many different equilibria suggests at the very
least that the theory of contracting with an informed principal is in
complete. Indeed, in his original work Spence suggested that additional
considerations, such as social custom or conventions, are relevant in
determining how a particular equilibrium situation may come about.
Spence did not venture into the difficult terrain of social customs and was
rather agnostic as to what type of signaling equilibrium might be supported
by social custom.·

Subsequently, a large body of research in game theory has attempted to
develop criteria based on theoretical considerations alone for selecting a
particular subset of equilibria.4 The basic idea behind this research program
is to enrich the specification of the game by introducing restrictions on
the set of allowable out-of-equilibrium beliefs using the observation that
some types of players are more likely to choose some deviations than
others.

3.1.1.1 Cho and Kreps' Intuitive Criterion

The most popular refinement used in ~ignalinggames is the so-called Cho
Kreps intuitive criterion (see Cho and Kreps, 1987). The basic observation
this selection criterion builds on is that most deviations from equilibrium
play can n~ver be in the interest of some principal types. Beliefs conditional
on out-of-equilibrium actions, therefore, ought to reflect the fact that these
actions are more likely to be chosen by some types than others. In other
words, beliefs conditional on out-of-equilibrium actions must be restricted
to reflect the fact that only some types are ever likely to choose these
actions.

Formally, the restriction imposed by Cho and Kreps on beliefs condi
tional on out-of-equilibrium actions in our simple example is the following:

DEFINITION Cho-Kreps intuitive criterion: Let u'j' = w'l'(ei) - eiei denote the
equilibrium payoff of type i. Then, f3( ejle) =0, for e * (ei; ej), whenever rH 
eje < uj and rH - eie ;:;: u'j' (i = L, H; i * j).

The Cho-Kreps intuitive criterion is essentially a stability requirement
about out-of-equilibrium beliefs: it says that when a deviation is dominated

4. See, for example, Fudenberg and Tirole (1991).
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for one type of player but not the other one, this deviation should not be
attributed to the player for which it is dominated. By dominated, one means
that the player is getting a worse payoff than his equilibrium payoff for any
belief of the uninformed party following the deviation. Here, the most
favorable belief following a deviation is f3( 8Hle) =1, leading to a wage of rH,

so that a deviation is dominated for type 8j but not 8i if and only if rH - 8ie

~ u,!, and rH - 8je < uj. In this case, the Cho-Kreps criterion says that the
out-of-eq1;1ilibrium belief should be f3( 8j le) = O. Any equilibrium that does
not satisfy this criterion should be discarded.

Applying this test to pooling equilibria, one is led to discard all of them.
Indeed, at any pooling equilibrium, the indifference curves of the two types
must cross as shown in Figure 3.4. But then the 8H type can always find a
profitable deviation, by, say, increasing his education level to ed (see Figure
3.4). At ed the firm is ready to accept a wage of Weed) = rH, since at that wage
the deviation can be profitable only for a 8H type, while it is dominated for
the other type. Using an argument similar to the one for pooling equilibria,
it can easily be shown that all semiseparating equilibria can be discarded.

w

Profitable deviation

L..----' -"- ~ e

Figure 3.4
Cho-Kreps Unstable Pooling Equilibrium
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Figure 3.5
Least-Cost Separating Equilibrium

Next, applying the Cho-Kreps intuitive criterion to all separating
equilibria, one eliminates all but one equilibrium, the so-called "least
cost" separating equilibrium in which eL = 0 and eH =(rH -rL)/fh. Figure
3.5 details this equilibrium. The Cho-Kreps intuitive criterion thus selects a
unique pure-strategy equilibrium, which is given by the "least-cost" sepa
rating equilibrium.

This extension of the original theory, which places greater demands of
rationality on the formation of beliefs than does Spence's theory, makes a
strong and unambiguous prediction: when signals such as education are
available to allow higher ability workers to distinguish themselves from
average workers, these signals will be correctly understood by employers'
and, consequently, will be used by the higher ability workers to separate
themselves out.

As plausible as the Cho-Kreps intuitive criterion may be, it does seem
to predict implausible equilibrium outcomes in some situations. Note in
particular that the "least-cost" separating equilibrium is the same for all
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values of f3i > 0; i =L, H. Suppose now that f3L, the prior probablity that a
worker of type (JL is present, is arbitrarily small (f3L =S -70). In that case,
it seems an excessive cost to pay to incur an education cost of c(eH; (JH) =
(JH(rH - rL)/(JL just to be able to raise the wage by a commensurately small
amount [~w = rH - (1 - S)rH - SrL = S(rH - rL) -70]. Indeed, in that case
the pooling equilibrium where no education costs are incurred seems a
more plausible outcome, since it Pareto-dominates the Cho-Kreps equilib
rium.5 Moreover, note that without adverse selection at all, that is, f3L =0,
no education is chosen in equilibrium, with the result that it is the pooling
equilibrium without education that is the limit of this complete-information
case, and not the Cho-Kreps equilibrium.

This particular argument should serve as a useful warning not to rely
too blindly on selection criteria such as Cho and Kreps' intuitive criterion
to single out particular PBEs.6 It is fair to say nevertheless that the
Cho-Kreps criterion has acquired preeminence in the many applications of
the signaling approach.

3.1.1.2 Maskin and Tirole's Informed-Principal Problem

Interestingly, the problem of multiplicity of PBEs is reduced when the
timing of the game is changed so as to let the principal offer the agent a
contingent contract before the choice of the signal. This is one important
lesson to be drawn from Maskin and Tirole (1992). To see this, consider the
linear model of education specified previously, and invert the stages of con
tracting and education choice. That is, now the worker offers his employer

5. In all equilibria, firms earn zero profits and are therefore indifferent. As for the
low-productivity worker, his preferred equilibrium is the pooling one without education,
where he is subsidized by the high-productivity worker without having to incur education
costs. Finally, for f3L low enough, the education level required to separate from the low
productivity worker is too expensive for the high-productivity worker in comparison
with the pooling wage (but not in comparison with the low-productivity wage, of
course).

6. Some game theorists cast further doubt on such selection criteria that do not
"endogenize" out-of-equilibrium strategies: while it makes sense not to attribute a devia
tion to a type for whom the deviation is dominated, why attribute it to the other type,
since by construction of the PBE the deviation gives the player a lower payoff than his equi
librium payoff, given the original beliefs about out-of-equilibrium strategies? It would there
fore be better to build a theory of equilibrium selection that would embody a theory of
out-of-equilibrium strategies. For more on these issues, see, for example, Fudenberg and Trrole
(1991).
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a contract before undertaking education.This contract then specifies a wage
schedule contingent on the level of education chosen by the worker after
signing the contract.

Let {w(e)} denote the contingent wage schedule specified by the contract.
There are two different cases to consider:

1. r=!3HrH+!3LrL ~rH-()H(rH-rL)/()L' In this case a high-productivity
worker is better off in the "least-cost" separating equilibrium than in the
efficient pooling equilibrium.

2. r> rH - ()H (rH - rd/()L . Here, on the contrary, the high-productivity
worker is better off in the efficient pooling equilibrium.

In the first case, the least-cost separating equilibrium is "interim
efficient," in that there is no other incentive-compatible contract that
manages to strictly improve the equilibrium payoff of the firm or of at
least one type of worker without causing another payoff to deteriorate.
In this case, the unique equilibrium contract to be signed is the one that
specifies the same wage schedule as in the "least-cost" separating
equilibrium:

( )
_ {rH for e;::: rH - rL }

we - ()L

rL otherwise

Indeed, note first that the firm is willing to accept this contract. If it
does, the high-productivity worker then chooses an education level
eH =(rH -rL)/()L and the low-productivity worker, being indifferent
between eH and eL =0, chooses eL =O. In either case the firm breaks even,
so that it is willing to accept this contract irrespective of whether it origi
nates from a low- or a high-productivity worker. Second,it is easy to verify
that in the case where r~ rH - ()H (rH ..;. rL)/()L the high-productivity worker
cannot do better than offering this contract, nor can the low-productivity
worker. More precisely, the high-productivity worker strictly prefers this
contract over any contract resulting in pooling or any contract with more
costly separation. As for the low-productivity .worker, he cannot offer a
better incentive-compatible contract that would be acceptable to the firm.
In this case, therefore, changing the timing of the game leads to a unique
PBE.
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In the alternative case however, that is, when r> rH -8H(rH -rL)/8L,

the least-cost separating equilibrium can be improved upon in a Pareto
sense. In that case, Maskin and Tirole show that the equilibrium set of this
game consists in the incentive-compatible allocations that weakly Pareto
dominate the least-cost separating equilibrium. This multiplicity of equilib
ria brings us back to the lack of restrictions imposed on out-of-equilibrium
beliefs by the PBE concept.

Changing the timing of the game so that a contracting stage precedes the
stage when workers choose their education levels is thus particularly sig
nificant in situations where the least-cost separating equilibrium is interim
efficient, since it is then selected as a unique PBE, and this without having
to appeal to restrictions on out-of-equilibrium beliefs.

3.2 Applications

3.2.1 Corporate Financing and Investment Decisions under Asymmetric
Information

One of the founding blocks of modem corporate finance is the
Modigliani-Miller theorem (1958), which states that capital structure (in
other words, the form and source of financing) is irrelevant for firms'
investment decisions when there are no tax distortions, transactions
costs, agency problems, or asymmetries of information. In a frictionless
capital market :firms maximize profits when they decide to undeitake
investment projects if and only if the net present value (NPV) of the
project is positive. Considerations other than cash-flow and investment
costs, such as dividend policy and debt-equity ratios, are irrelevant for
investment decisions. The basic reasoning behind this theorem is the
following: since shareholders can buy and sell financial assets at will, they
can design the payout stream from the :firm that best suits their needs. The
firm has no advantage over investors in designing a particular payout
stream.

In Chapter 2 we showed how in the presence of adverse selection some
firms may be unable to fund their positive NPV projects with debt. Here,
we apply the signaling paradigm to show how the choice of:firm financing
equity or debt-may affect a firni's investment policy when the :firm has
better information about investment returns than outside investors, thus
leading to a departure from Modigliani-Miller irrelevance.
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Much of the following discussion is based on the article by Myers and
Majluf (1984). These authors attempt to explain the following stylized fact:
new equity issues on average result in a drop in the stock price of the issuer.
This is somewhat paradoxical, since a new issue reveals to the market that
the firm has new investment opportunities available. If these are positive
NPV projects, the stock price should go up rather than down.

Myers and Majluf show, however, that if the firm has private information
about the value of its assets and new investment opportunities, then the
negative-stock-price reaction following the announcement of a new equity
issue can be explained as a rational response by less well informed investors.

When the firm has private information, the stock issue may act as a signal
of firm value and thus convey information to the market. In other words,
the firm faces a signaling situation, where the signal is the firm's decision
to raise new capital.

We shall consider a generalization of the simple example introduced by
Myers and Majluf that incorporates uncertainty. In this example a firm run
by a risk-neutral manager has assets in place whose value can be 0 or 1 in
the future, and a new investment project whose gross value can also be 0
or 1; the start-up cost of the new project is 0.5.

Denote by '}1 and rli the respective success probabilities for the assets in
place and the new project in state of nature i (with outcomes uncorrelated
conditional on these probabilities). Suppose that there are only two states
of nature, i-= G, B, each occurring with probability 0.5. In state G, the good
state, we have Ya ~ YB and 1Ja ~ 1JB. We introduce private information by
assuming that the manager observes the true state of nature before making
the investment decision, but that outside investors do not observe the
underlying state the firm is in.

Assume that the firm is initially fully owned by its manager. Then, if she
had 0.5 in cash, she would start the investment project in state i if and only
if 1Ji ~ 0.5. Suppose, however, that the new investment project has to be fully
funded externally by a risk-neutral investor.

3.2.1.1 Case 1: 1Ja ~ 1JB ~ 0.5

In Case 1 it is always efficient to undertake the new project. But we
shall see that the manager may be led to make inefficient investment deci
sions because of her informational advantage over the market. Let us begin
by specifying the financial contract used to raise new funds. To this end,
denote by rj the ex post repayment when the gross value of the firm v is
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respectively j = 1, 2. Since the ex post value of the asset in place and the
new project can be either 0 or 1, the total ex post value of the firm can be
either 2 (when both asset in place and new project are worth 1),1 (when
only one ofthe two assets has ex post value of 1),or 0 (when neither asset
has a value of 1). Note also that when the ex post value is 0 the firm cannot
make any repaYment. Therefore, we need to specify only '1 and '2 to
describe a general investment contract.

Equity Fin~ncing

We begin by considering the signaling game the firm plays when it is con
strained to raising capital in the form of a new standard equity issue. This
amounts to

'2 = 2'1

Under this constraint the firm faces a very simple signaling problem with
only two actions: "issue new equity and invest in the new project" and "do
not issue."

In state B the firm always wants to issue and invest, since, at worst,
investors correctly believe that the state of nature is bad and are willing to
invest 0.5 in the firm in exchange for an equity stake of at least

0.5

YB +1JB

of the shares of the firm. Indeed, with such a stake new investors obtain an
expected return of (YB +1JB)[0.5/(rB +1JB)] = 0.5, equal to their initial invest
ment. In a competitive capital market with a discount rate of zero they are
willing to accept such an offer from the firm. This offer leaves the firm with
a payoff equal to

(YB +1JB)(1 0.5 )=YB +1JB -0.5
rB +1JB

which is, by assumption, higher than YB, the payoff the firm obtains when
not undertaking the project.

If, in equilibrium, the firm were to issue shares in both states of nature,
investors would not be able to infer the state of nature from the firm's
action. Unable to observe the state, they would then value the firm's assets
at O.5(YG + 1JG) + 0.5(rB + 1JB) and ask for an equity stake of
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0.5

in return for an initial investment of 0.5. Under such an offer the firm is
overvalued by investors in state B and undervalued in state G.

In state G the firm then obtains the following expected payoff if it goes
ahead with the investment:

( + )(1 1 J- + 0505(YG+1JG)-(YB+1JB) (31)
YG 1JG L.(Yi +1JJ - YG 1JG - . - . L.(Yi +1Ji) .

i i

The last term represents the subsidy from the firm to investors in state
G, resulting from the undervaluation of the firm in that state. This subsidy
is sometimes referred to as a "dilution cost" associated with a new equity
issue. It should be clear from this expression that if this subsidy is too high,
the manager's payoff from issuing equity will be lower than 'YG, the payoff
when she does not undertake the investment project. Thus, whenever

the firm issues equity only in the bad state. In that case, the firm's
action perfectly reveals the firm's information, and we have a separating
equilibrium.

There are two important observations to be drawn from this equilibrium
outcome:

1. The value of the firm is lower than it would have been, had it had the
necessary cash to fund the investment project beforehand, since it fails to
undertake a positive-NPV project in the good state of nature.

2. When the firm announces a new equity issue, investors learn not only
that it has a new investment project available but also that the firm is
in state B; as a result, firm value drops from 0..5YG + 0.5(YB + 1JB - 0.5) to
YB + 1JB - 0.5. Thus in this separating equilibrium there is a negative stock
price reaction to the announcement of a new equity issue. It is worth
emphasizing that despite the expected drop in stock price it is in the firm's
interest to go ahead with the issue.
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When instead

then a pooling equilibrium exists where the firm issues equity in both states.
However, it is not the only equilibrium if the following condition also holds:

(
; 05 )

(YG +17G) 1- . <YG
YB +17B

When these two conditions hold simultaneously, then both the pooling
and the separating equilibria exist. Here investors' beliefs can be self
fulfilling: the firm in state G issues equity if and only if the market thinks
that it does. If the market believes that the firm in state G issues equity,
it is ready to give the firm more favorable terms, which in tum makes it
more attractive for the firm to issue equity.

Finally, if

(
0.5)(YG +17G) 1 ;;::: YG

YB +17B

then only the pooling equilibrium exists. Note that this condition always
holds when YG = YB (no asymmetric information on the value of existing
assets) or, equivalently, when the new project is funded entirely externally,
as an independent firm. In such cases, all positive-NPV projects are
undertaken.

Note finally that all the equilibria we have described satisfy the Cho
Kreps intuitive criterion. This is trivially the case for the separating equi
librium, where both signals are used with positive probability in equilibrium
and no out-of-equilibrium beliefs need be specified. But it is also trivially
satisfied for the pooling equilibrium, for which deviating means not issuing
equity, so that out-of-equilibrium beliefs are irrelevant.

Debt Financing

We have seen that whenever
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there is such a high dilution cost involved in issuing new equity in state G
that the firm prefers to forgo a profitable investment opportunity. This
result raises the question of whether under these conditions alternative
modes of financing, such as debt, are available that would allow the firm
to reduce the cost of outside financing enough to go ahead with the new
investment.

To this end, we can express the difference benveen equity and debt in
terms of rj, the ex post repayment when the gross value of the firm is, respec
tively, j =1, 2. We defined a standard equity contract as one where r2 =2rl'

In contrast, a standard (risky) debt contract with face value D is such that

rl =min{D, l} and rz =min{D, 2}

so that r2 < 2rl whenever D < 2. Thus, under debt financing, the firm repays
relatively more when the ex post firm value is 1 than under equity financ
ing. Indeed, it is a feature of debt repayment to be concave in firm value,
while equity repayment here is linear in firm value (and becomes convex
in firm value when debt has also been issued, since debt has priority over
equity).

Because of these differences in repayment functions it is likely that the
dilution costs associated with these two instruments will be different. In par
ticular, it seems plausible that debt financing would reduce the subsidy from
the firm to the market in state G if the mispricing problem is less severe
when the value of the firm is 1 rather than 2, that is, whenever

Prob(V =liB) Prob(V =21B)
--~---:_> --.:---=---
Prob(V = 11G) Prob(V = 21G)

or

(3.4)

an inequality that is always satisfied under our assumption that rG 2:: rB and
1]G 2:: 1]B'

We now show that debt financing reduces the subsidy to the market in
state G if and only if condition (3.4) holds. To see this, consider the local
deviation from an equity contract, where instead of repaying (rb rz) =
(rb 2rl) the firm agrees to repay [rl + 0, 2rl - e(5)], where 02::0 and e(5) is
chosen so as to keep the expected repayment constant:
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[O.5~Yi(1-1Ji)+(1-Yi)1Ji]cr1 +8)+[O.5~Yi1Ji Jc2r1-c) =k
I I

where k is a constant. If the subsidy under the deviation is lower than under
the equity contract, then clearly debt financing involves lower dilution
costs.

The subsidy, S, in state G under a contract [r1 + 8,2r1 - £(8)] is given by
the differeuce between the true value of the repayment stream [r1 + 8,
2r1 - £(8)] ~nd the investor's valuation of this stream:

S =(r1 +8)[YG(1-1JG)+(1-YG)1JG]+[2r1-£(8)]yG1JG 

[O.5~Yi(1- 1Ji )+(1-Yi)1Ji]cr1+8)+[O.5~Yi1Ji Je2r1-c)

Now consider the change in the subsidy, S, when 8 is increased but the
expected repayment is kept constant:

Rearranging and simplifying, it is easy to check that dS/d8 <0 if and only
if condition (3.4) holds. Thus, under our assumptions, debt finance would be
better than equity finance. But, debt finance, in tum, is dominated by inter
nal finance, since, as we pointed out, internal finance does not involve any
"dilution" cost. These observations are consistent with the "pecking-order
theory of finance" put forward by Myers (1977), which suggests that
retained earnings are the best source of finance, followed by debt, and
finally, equity, which is the least efficient form of finance. Strictly speaking,
equity would never be used by the firm in the narrow context of our model.
This finding has led some critics to argue that the theory proposed by Myers
and Majluf is not empirically plausible because it leads to the conclusion
that firms never issue equity. However, it is not difficult to extend the model
to introduce bankruptcy costs and thus to obtain some equity financing in
equilibrium in order to reduce the firm's exposure to these costs. Perhaps
a more important criticism is that this pecking order suggested by Myers
does not hold for all relevant parameter values. If, for example, condition
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(3.4) does riot hold, then equity is the preferred instrument over debt, and
the pecking order is changed. Furthermore, the theory considered here pre
dicts that in general neither equity nor debt is the most suitable instrument,
as we shall illustrate.

Optimal External Financing

While debt is a better way of financing the firm externally than equity, it is
not necessarily optimal. The optimal form of external finance is the one that
minimizes the difference in value of repayment across states of nature. This
finding may mean that the repayment should not be monotonic in the
revenue of the firm. Consider, for example, the case where 1 =1]G> 1]B =0.5
and YG = 0.5 > YB = O. In this case, Prob(V = 1) is O.S in both states of nature.
Consequently, a repayment stream such that rl = 1 and rz = 0 satisfies the
investor's participation constraint and eliminates the subsidy to new
investors in state G.

While the example is extreme in terms of allowing for a repayment
burden that is identical across states of nature, it illustrates in a stark way
the criterion that dictates the attractiveness of financing modes in this setup.
Note, however, that one unattractive feature of this contract is that the firm
could make money here by borrowing secretly to artifi<::ally boost its
revenue and thereby reduce its total repayment. As will be discussed in
Chapter 4 (41 a moral hazard context), Innes (1990) has analyzed optimal
financial contracting under "monotonicity constraints," which require
repayments to be weakly increasing in the revenue of the firm, and has
derived conditions under which debt then becomes an optimal contract.

3.2.1.2 Case 2: 1]0 > 0.5 > TlB

We close our discussion of this model with a few remarks about the case
where the efficient outcome is separating and has the firm undertake the
new investment project only in the good state of nature. If this were an
equilibrium, investment would take place if and only if the new project had
positive NPV, since the market would correctly perceive the state of nature
the firm is in. However, in this situation, the market would subsidize the
firm if it were in state B and decided to invest. For example, under equity
finance, the firm would then obtain a payoff of

( )(1 0.5)_ OS OSYG+1]G-(YB+1]B)
h+~ -h+~-·+·

~+~ ~+~
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The last term of this expression is the subsidy from the·market to the
firm. If it is large enough, the manager's payoff will be higher than rB, and
an efficient separating equilibrium will not exist under equity financing. A
separating equilibrium may, however, exist under alternative financing
modes-for sure under self-financing, but possibly also under debt financ
ing. Indeed, as in Case 1, debt finance is preferable to equity finance here,
for an identical reason: financing instruments are better the more stable is
the repaymeD;t burden across states of nature.

3.2.2 Signaling Changes in Cash Flow through Dividend Payments

The Modigliani-Miller theorem states not only that corporate capital struc
ture is irrelevant for firms' investment decisions, but also that changes in
dividend policy do not have any effect on firm value (when capital markets
are competitive, there are no tax distortions, and the firm has no informa
tional advantage over outside investors). To see the basic logic behind the
Modigliani-Miller theorem (1958) more clearly, consider the following
higWy simplified formal argument that underlies their result.Take two firms
that are identical in every respect, except for their dividend policy. To keep
things as simple as possible, we shall reduce a firm to a cash flow and a div
idend policy. Suppose that the two firms have the same cash flow, Ci = C~

=Ct
, but a different dividend policy, di::ft d~ for t = 0, 1,2 ... ,00. Let p;;:: 0

denote the constant market interest rate, mf the number of new shares
issued (or bought) by firm i = 1, 2 at date t, and Pf the market price of a
share in firm i = 1, 2 at date t. Then the net present value of each firm at
date t =0 can be written as

Vi =i[df +mf~t]
t=O (1+p)

In words, the current net value of firm i = 1, 2 is simply the discounted
value of dividend payments and share repurchases (or new issues). In other
words, it is the discounted value of all net payments from the firm to the
shareholders. It would seem from this formula that the current value of
both firms must differ because they have different dividend policies. As
Modigliani and Miller have pointed out, however, this assumption is not
correct, since we have failed to take into account the basic accounting
identity:

Cf =df +mfP/
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which states that in any period, revenue (CD must be equal to expenditure
(df + mfPD, as an accounting construction. Once we take this identity into
account, it is obvious that the two firms' current values cannot be different
if they have the same cash flows.

As compelling as the Modigliani-Miller logic is, in reality dividend
policy does matter, and firm value is significantly affected by changes in
dividend policy. For example, it has been widely documented that a
firm's share price drops substantially following the announcement of a div
idend cut. Similarly, firms that have never paid any dividends see their stock
price increase significantly (on average) following the announcement of a
change in policy to positive dividend payouts (see Asquith and Mullins,
1983).

The reason why dividend policy matters is still not well understood.
Perhaps the best available explanation is that, in a world where managers
have better information than investors about cash flow, dividend policy
serves as a signal of ~ash flow, and changes in dividend policy as a signal of
changes in cash flow. The first model of signaling through dividends is due
to Bhattacharya (1979). We shall consider an extremely simple example
adapted from his model. This example highlights the common structure
between the signaling problems considered by Bhattacharya. .and by Myers
and Majluf. It also introduces a more satisfactory objective function for the
manager.

Consider a firm run by a manager who owns an equity stake a > 0 in
the firm. This firm generates a cash flow in periods t = 1 and t = 2 that
can take two possible expected values, re {rG, rBI, where rG> rB. As in the
model of Myers and Majluf considered earlier, we shall suppose that in
each period there is a random (i.i.d.) draw of cash flows and that realized
cash flows can take only the value zero or one. The variable /1(i = G, B)
thus denotes the probability that realized cash flow in any period is equal
to one. At date t = 0 the manager learns the true value of y; but other
shareholders remain uninformed. Shareholders' prior beliefs are given by
f3 =Pr(r = rG).

The manager of the firm is risk neutral but has uncertain liquidity pref- .
erences; that is, she does not know in advance when she will need to
consume. We model this problem as in the celebrated paper by Diamond
and Dybvig (1983) (see Chapter 9 for further discussion of this issue).
Specifically, we assume that the manager's state-contingent utility function
takes the following simple form:
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( )_{Cl with probability p }
u CI, Cz -

Cz with probability 1-p

where, ct(t = 1,2) denotes consumption in period t, and p is the ex ante
probability that the manager wants to consume in period t =1. The idea is
the following: at date t =0 the manager does not yet know when she wants
to consume; she learns her preferred consumption date only at the begin
ning of perioci t =1. If it turns out that she wants to consume in period t =1,
then she needs to sell her stake a in the firm. Thus at date t = 0 the manager
cares both about the final value of her stake at date t = 2 and the market
value of her stake at date t =1.

The precise timing of events in period t = 1 is as follows: (1) the
firm's cash flow for that period is realized and observed by both
manager and shareholders; (2) the firm borrows whatever is needed to
meet its dividend payments; (3) the manager learns her consumption pref
erences; (4) the manager decides whether or not to liquidate her stake in
the firm.

We shall consider the decision faced by a manager of a firm with expected
cash flow per period of YG' In a world of symmetric information the value
of the firm at date t = 0 would be 2YG (assuming a discount rate of zero),
but in the absence of any information identifying the type of the firm, the
market would value this firm only at 2[f3YG + (1 - ,B)YB]'

We shall now show that the manager could raise the market value of the
firm by announcing a dividend payout d such that 1 ~ d > 0 at date t =1. In
other words, the announced dividend payout can act as a signal of the firm's
cash flow. As usual, the promised dividend payout works as a signal if and
only if it is too costly for a firm with low cash flow, YB, to commit to such a
payout stream. The costs from commiting to a dividend payout d arise here
from the cost of borrowing that must be incurred when realized cash flow
in period 1 falls short of the promised dividend payment.

Let 8> 0 denote the unit deadweight cost of borrowing,? and suppose
that the market's posterior belief about the firm's cash-flow type condi
tional on an announced dividend payment dis given by

7. Note that the presence of a strictly positive deadweight cost of borrowing is essential for
the theory. This cost might be a debt-mispricing cost or a debt-collection cost, or simply a
monitoring cost. Whatever interpretation one takes of this cost, it is worth emphasizing that
the signaling theory works only if there is also an imperfection in credit markets.
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A A {I for d~ d}j3(d) =Pr(y = Yo Id) = Ao ford <d

It is then too costly for a manager of a low-cash-flow firm to commit to a
dividend payout d if and only if

a2YB ~ a[2yo - d(l- YB )8] (3.5)

The left-hand side (LHS) of this inequality is the manager's payoff if
she commits to no dividend payout. In that case, the market identifies
her firm as a low-cash-flow firm and correctly values her stake at a2YB. The
RHS is the manager's payoff if she commits to a payout of d. In that case,
the marke~ is fooled to identify her firm as a high-cash-flow firm at date
t = 1. Given that the market is then led to overvalue the firm, it is in the
manager's interest to liquidate her stake at date t = 1, whether she wants
to consume in that period or not. Also, given that the manager sells her
stake after the realization of cash flow (and, therefore, after the firm's
outstanding debt has been determined), her expected ex ante payoff from
that strategy is

Similarly, it is worth commiting to a dividend of d for a manager of a
high-cash-flow firm if and only if

a[2yo -d(1-yo)8]~a[p2YB +(1-p)2yo]

The LHS of this inequality is the manager's expected payoff if she com
mits to a dividend of d and thus induces the market to correctly value the
firm at 2yo minus the expected deadweight cost of borrowing d(l - yo)8.
The payoff on the RHS can be understood as follows: on the one hand,
if the manager makes no dividend payment, the firm is identified as a low
cash-flow firm at date t= 1, and the manager is forced to sell her stake below
the true value whenever she has a liquidity need (with probability p); on
the other hand, if she does not have any liquidity need, she can hold on to
her stake until date t = 2 and realize the full .value of her stake without .
incurring any deadweight cost ofborrowing.

Rearranging and simplifying these two inequalities, we obtain

2p(yo -YB»d> 2(yo -YB)
(1-Yo)8 - - (1-YB)8
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Thus, as long as 8 is large enough (so that d:5; 1),8 and

then it is possible to find a separating equilibrium, where a high-cash-flow
firm commits to a dividend payment of d > 0, incurring an expected dead
weight cost ofborrowing of (1- YG)8d, and a low-cash-flow firm would not
commit to any dividend payment. Intuitively, a high p helps the existence
of a separating equilibrium, since it raises the cost of not committing to a
dividend payment for the high-cash-flow firm; and the same is true for an
increase in YG or a decrease in YB, which amplify the difference between the
two types and therefore the difference between their expected deadweight
cost of borrowing.

Even though the signaling theory of dividends, as outlined in this simple
example, is rather plausible and is also consistent with U.S. data (see
Bernheim and Wantz, 1995), it is not entirely satisfactory. One major diffi
culty with the theory is that its results are sensitive to small, seemingly
innocuous changes in specific timing assumptions. For instance, if the
manager could liquidate her stake any time after the announcement of d
but before the realization of cash flows at date t = 1, then it would be easy
to see that dividends could no longer act as credible signals of cash flow.
Indeed, in that case condition (3.5) becomes

a2YB 2'.: a[2YG -d(1-YG)8]

However, we also have

so that it is impossible to find a dividend payment that would be chosen
only by a high-cash-flow firm. More generally, a central difficulty with the
theory outlined here is that a dividend policy is in essence a "promise to
pay" and not an "obligation to pay." The signaling theory outlined here
assumes that when a firm has announced a future dividend of d, then it
always sticks to its commitment ex post. But it is not obvious that it is in

8. The condition that d ::;; 1 is stronger than necessary. It is possible to allow for higher values
of d, but then our expressions for the manager's payoff would be changed. Also, if d is too
large, the policy is not credible because the firm would not be able to borrow the full amount
needed in case of cash-flow shortfall.
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the firm's interest not to renege on its promise. To establish that it is in the
firm's interest to stick to its word, the theory needs to be enriched by bring
ing in reputation considerations.

3.3 Summary and Literature Notes

As the analysis in this chapter highlights, signaling models involve more
sophisticated game-theoretic arguments than screening models. In the latter
class of models the principal simply solves an optimization problem con
strained by a set of incentive constraints. That is, the revelation principle
and the fact that the uninformed party moves first allow for a simple trans
formation of the bilateral contracting problem into a decision problem.

In contrast, in signaling models it is the informed party who moves first.
This fact enriches the set of equilibrium outcomes because many condi
tional beliefs of the uninformed party can be self-fulfilling. The multiplicity
of equilibria is due to the fact that Bayes' rule provides no restrictions on
beliefs for zero-probability contract offers "off the equilirium path."

In an attempt to provide sharper predictions on likely equilibrium out
comes in signaling games, a large literature on equilibrium refinements
has emerged following Spence's contribution. The basic approach of this
literature is to introduce some noise into the contracting game, which
guarantees that all "off the equilibrium" paths are reached with positive
probability, so that beliefs can be tied down everywhere using Bayes' rule
(see van Damme, 1983, for an extensive treatment of equilibrium refine
ments). The most popular refinement is the one by Cho and Kreps (1987).
It is based on the following heuristic argument: when a deviation from equi
librium behavior is observed that is dominated for some types of the
informed party but not others, then this deviation should not be attributed
to the types for which it is dominated. Application of this refinement cuts
down the equilibrium set, often to a unique refined equilibrium. For
example, in the original model by Spence it uniquely selects the "least-cost
separating equilibrium." As we have shown, although this refinement has
considerable intuitive appeal, it may select a Pareto-inefficient equilibrium.
In contrast, when one allows the uninformed party to restrict the set of con
tracts from which the informed party can choose prior to the signaling
action, as in Maskin and Tirole (1992), then the least-cost separating equi
librium is the unique perfect Bayesian equilibrium only when it is also
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Pareto efficient. When it is not, all incentive-compatible payoffs that Pareto
dominate the least-cost separating payoffs may be supported as perfect
Bayesian equilibria.

The influence of signaling models in economics is considerable and on
par with the screening models considered in Chapter 2. Remarkably,
signaling ideas have also influenced subjects as far afield as evolutionary
biology. An .extremely successful application of signaling theory, for
example, has been to explain the striking yet unwieldy shape of male
peacock tails! A widely accepted explanation nowadays is that peacock tails
signal strength, for only the fittest peacocks would be able to survive with
such a handicap (see Grafen, 1990; Zahavi, 1975).

In economics, signaling ideas have found prominent applications,
for example, in labor and education, corporate finance, and industrial
organization:

· Labor: Following the pioneering work of Spence (1973, 1974), education
has been seen as not only a human-capital-enhancing activity but also as a
selection device (see, e.g., Weiss, 1983, for a model combining both ele
ments). Some of the subsequent theoretical literature on education as a
signal has been concerned with robustness issues of the basic theory pro
posed by Spence. For example, Noldeke and van Damme (1990) have
explored the issue of the value of education as a signal when prospective
job applicants cannot commit to a particular duration of education. Other
aspects of labor markets involving elements of signaling have also been
explored. It has been argued, for instance, that a spell of unemployment
may be a way of signaling worker productivity, for only productive workers
can afford to stay without a job for long (see Ma and Weiss, 1993).

. Corporate Finance: Besides the classic contributions of Bhattacharya
(1979) and Myers and Majluf (1984) discussed in this chapter, other impor
tant examples of signaling behavior by corporations in financial markets
have been explored. To just name the first application of signaling in finance,
Leland and Pyle (1977) show how a risk-averse owner-manager can signal
the underlying quality of the firm it is floating in an initial public offering
(IPO) by retaining a substantial undiversified stake in the firm. This is an
effective signal because owner-managers of low-quality firms face greater
costs of retaining large stakes in their firm. Each of these classic contribu
tions has spawned its own literature testing the robustness of the proposed
theory. For example, Brennan and Kraus (1987), Constantinides and
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Grundy (1989), and Goswami, Noe, and Rebello (1995), among several
other studies, explore the robustness of the "pe'cking-order theory" of cor
porate finance implied by the analysis of Myers and Majluf. Similarly, John
and Williams (1985) and Bernheim (1991), among other studies, extend
Bhattacharya's signaling theory of dividends to include, among other things,
dividend taxation. Finally, Welch (1989) and Allen and Faulhaber (1989),
among others, have extended Leland and Pyle's theory of signaling in IPOs.

o Industrial Organization: Limit (or predatory) pricing, introductory
pricing, and advertising are three prominent examples of signaling in indus
trial organization. The classic contribution by Milgrom and Roberts (1982)
has put new life in an old discredited theory of entry prevention through
low pricing by an incumbent monopolist. The authors show how low prices
may be a signal of low cost or low demand. Their article has spawned a large
literature exploring various extensions and robustness of the theory (see
Tirole, 1988, for a discussion of this literature). As for advertising, Milgrom
and Roberts (1986a) show how a finn selling a high-quality good can signal
the quality of its product through wasteful advertising expenditures. Like
the peacock's tail, only a finn selling high-quality goods can bear the burden
of such expenditures. In an important later contribution Bagwell and
Riordan (1991) show how introductory pricing can act as a.signal in a way
similar to advertising (see Bagwell, 2001, for a survey of the substantial
literature on pricing and advertising as signals of quality that has been
spawned by these early contributions).

Other examples of signaling in industrial organization that are more
directly linked to contracting include Aghion and Bolton (1987), Aghion
and Hermalin (1990), and Spier (1992), among others. These contributions
take the form of the contract to be the signal. Aghion and Bolton, for
example, show how short-term or incomplete contracts offered by an
informed seller to buyers can signal a low probability of future entry by
rival sellers. Similarly, Spier shows how complex complete contract offers,
like prenuptial agreements, may never be made in equilibrium, for they may
signal a tough-minded streak in the party making the proposal and thus
scare off the other contracting party. Aghion .and Hermalin explore how'
mandatory legal rules, such as bankruptcy laws, can improve on incomplete
contractual outcomes that result from a signaling game at the contract
negotiation stage.
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In this chapter we analyze the following contracting problem between a
principal and an agent: the principal hires the agent to perform a task; the
agent chooses her "effort intensity" a, which affects "performance" q. The
principal cares only about performance. But effort is costly to the agent,
and the principal has to compensate the agent for incurring these costs. If
effort is unobservable, the best the principal can do is to relate compensa
tion to performance. This compensation scheme will typically entail a loss,
since performance is only a noisy signal of effort.

This class of principal-agent problems with moral hazard has been
widely used as a representation of various standard economic relations.
Among the most well-known applications are the theory of insurance under
"moral hazard" (Arrow, 1970, and Spence and Zeckhauser, 1971, provide
early analyses of this problem); the theory of the managerial firm (Alchian
and Demsetz, 1972; Jensen and Meckling, 1976; Grossman and Hart, 1982);
optimal sharecropping contracts between landlords and tenants (Stiglitz,
1974; Newbery and Stiglitz, 1979); efficiency wage theories (Shapiro and
Stiglitz, 1984); and theories of accounting (see Demski and Kreps, 1982, for
a survey). There are of course many other applications, and for each of them
specific principal-agent models have been considered.

The basic moral hazard problem has a fairly simple structure, yet general
conclusions have been difficult to obtain. As yet, the characterization of
optimal contracts in the context of moral hazard is still somewhat limited.
Very few-general results can be obtained about the form of optimal con
tracts. However, this limitation has not prevented applications that use this
paradigm from flourishing, as the short list in the preceding paragraph
already indicates. Typically, applications have put more structure on the
moral hazard problem under consideration, thus enabling a sharper char
acterization of the optimal incentive contract. This chapter begins by out
lining the simplest possible model of a principal-agent relation, with only
two possible performance outcomes. This model has been very popular in
applications. Another simple model, which we consider next, is that of a
normally distributed performance measure together with constant absolute
risk-averse preferences for the agent and linear incentive contracts. Fol-
lowing the analysis of these two special models, we turn to a more general
analysis, which highlights the central difficulty in deriving robust predictions
on the form of optimal incentive contracts with moral hazard. To do so, we
build in particular on the classical contributions by Mirrlees (1974, 1975,
1976), Holmstrom (1979), and Grossman and Hart (1983a). We then tum
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to two applications, relating to managerial incentive schemes and the opti
mality of debt as a financial instrument, respectively.

4.1 Two Performance Outcomes

Suppose for now that performance, or output q, can take only two values:
q E {O, 1}. When·q = 1 the agent's performance is a "success," and when q
=0 it is a "failure." The probability of success is given by Preq = 11 a) =p(a),
which is strictly increasing and concave in a. Assume that p(O) =0, p(00) =
1, and p'(O) > 1. The principal's utility function is given by

V(q-w)

where V'(·) > 0 and V"(·) ~ O. The agent's utility function is1

u(w)-o/(a)

where u'(·) > 0, u"(·) ~ 0, 0/'(-) > 0, and 0/"(-) ;::: O. We can make the con
venient simplifying assumption that vr(a) = a, which does not involve much
loss of generality in this special model.

4.1.1 First-Best versus Second-Best Contracts

When the agent's choice of action is observable and verifiable, the agent's
compensation can be made contingent on action choice. The -optimal com
pensation contract is then the solution to the following maximization
problem:2

maxp(a)V(1-wl)+[1-p(a)]V(-wo)
a,Wi

subject to

p(a)u(wl)+[1-p(a)]u(WO)-a;::: u

where uis the agent's outside option. Without loss of generality we can set
u= O. Denoting by A the Lagrange multiplier for the agent's individual-

1. It is standard in the literature to assume that the agent's utility is separable in income and
effort. This assumption conveniently eliminates any considerations of income effects on the
marginal cost of effort. In the general model without wealth constraints it guarantees that the
agent's individual rationality constraint is always binding at the optimum.
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rationality constraint, the first-order conditions with respect to Wl and Wo

yield the following optimal coinsurance, or so-called Borch rule, between
the principal and agent (see Borch, 1962):

.A.. = V'(-wo)
u'(wo)

The first-order condition with respect to effort is

which, together with the Borch rule, determines the optimal action a.

Example 1: Risk-Neutral Principal [Vex) = x] The optimum entails full
insurance of the agent, with a constant wage w* and an effort level a* such
that

1
u(w*) = a* and p'(a*)=-

u'(w*)

That is, marginal productivity of effort is equated with its marginal cost
(from the perspective of the principal, who has to compensate the agent for
her cost a*).

Example 2: Risk-Neutral Agent [u(x) = x] The optimum entails full insur
ance of t~e principal, with

wr- w~=l and p'(a*)=l

Once again, marginal productivity of effort is equated with its marginal cost
for the principal.

When the agent's choice of action is unobservable, the compensation con
tract cannot be made contingent on action choice. Then the agent's output-

2. Alternatively, the maximization problem can be formulated as

max{p(a)U(Wl)+[1- p(a)]u(wo)-a}
a,Wi

subject to

p(a)V(l- wI)+[l- p(a)]V(-wo) ~V
By varying V or uit is possible to allow for any division of surplus between the principal and
agent. This is a useful shortcut that allows us to separate the analysis of the form of the optimal
contract from the bargaining game between principal and agent.
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contingent compensation induces her to choose an action to maximize her
payoff:

maxp(a)U(WI) +[1-p(a)]u(wo) - a
a

The second-best contract is then obtained as a solution to the following
problem:

maxp(a)V(l i:"-wI)+[l-p(a)]V(-wo)
a,Wj

subject to .

p(a)u(wI)+[l- p(a)]u(wo)-a ~ 0

and

a E argmf-Xp(a)u(wI)+[l- p(a)]u(wo)-a
a

(IC)

The first-order condition of the agent's optimization problem is given by

(4.1)

Given our assumptions onp(·) and u(-), there is a unique solution to this
equation for any compensation contract (wo; WI). We can therefore replace
the agent's incentive constraint (IC) by the solution to equation (4.1). In
general, replacing the agent's incentive constraint by the first-order condi
tions of the agent's optimization problem will involve a strict relaxation
of the principal's problem, as we shall see. However, in this special two
outcome case the principal's constrained optimization problem remains
unchanged following this substitution.This substitution simplifies the analy
sis enormously, as will become clear subsequently. We begin by analyzing
the second-best problem in two classical cases: in the first case, principal
and agent are risk neutral, but the agent faces a resource constraint; in the
second case, at least one of the contracting parties is risk averse.

4.1.2 The Second Best with Bilateral Risk Neutrality and Resource Constraints
for the Agent

When the agent is risk neutral, so that u(x) = x, first-best optimality requires
thatp'(a*) = 1.The first-order condition of the agent's optimization problem
then also becomes p'(a)(wI- wo) = 1, so that the first-best action could be
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implemented with wI - W~ = 1. This solution can be interpreted as an
upfront "sale" of the output to the agent for a price -w~ > o.

If Wo =0 and Wl - Wo =1, the agent would obtain an expected payoff equal
to

p(a*)-a*

which is strictly positive, since p"(a) is strictly negative and p'(a*) = 1. By
contrast, the principal would obtain a zero payoff, since he is selling the
output upfront at a zero price. A risk-neutral principal faced with the con
straint wo;::: 0 would therefore choose Wo =0 and, faced with Wl =1/p'(a) in
the second-best problem, would choose a to solve the following problem:

maxp(a)(I- wl)
a

subject to

p'(a)Wl = 1

Solving this problem yields

p'(a) =1 p(a)p"~)
[p'(a)]

As can be readily checked, the solution to this equation is smaller than
a*. This result is intuitive, since inducing more effort provision by the agent
here requires giving her more surplus.

4.1.3 Simple Applications

The results just presented can be interpreted in several ways. For example,
one can think of the agent as a manager of a firm and the principal an
investor in this firm. Then Wl is interpreted as "inside" equity and (1 - Wl)

as "outside" equity (Jensen and Meckling, 1976); or, still thinking of the
agent as a manager and Wl as inside equity, (1 - Wl) can be thought of as
the outstanding debt of the firm (Myers, 1977); an alternative interpreta
tion is that the agent is an agricultural laborer: under a sharecropping con-"
tract (Stiglitz, 1974). Under all these interpretations a lower Wl reduces
incentives to work, and it can even become perverse for the principal, gen
erating a form of "Laffer curve" effect. This can mean, for example, that
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reducing the face value of debt can increase its real value by reducing the
debt burden "overhanging" the agent (Myers, 1977).

The standard agency problem assumes that actions are unobservable but
output is observable. But for some contracting problems in practice even
performance may be difficult to observe or describe. To capture these types
of situations some applications involving moral hazard assume that con
tracting on q is too costly but actions can be observed at a cost through
monitoring. One important example of such applications is the efficiency
wage model (Shapiro and Stiglitz, 1984). In this model the focus is on trying
to induce effort through monitoring. Assume, for example, that effort can
be verified perfectly at a monitoring expense M. The full monitoring
optimum then solves

maxp(a)-w-M
a,w

subject to

w-a~O

and

w~O

which yields w* = a* and p'(a*) = 1.
But suppose now that the principal is able to verify the agent's action

with probability 0.5 without spending M. If the agent is found shirking, it is
optimal to give her the lowest possible compensation. In this case, with a
limited wealth constraint, w ~ 0, the variable w is set equal to O. If the prin
cipal decides not to spend M, his problem is

maxp(a)-w
a,w

subject to

w-a~0.5w

The LHS of the incentive constraint is the agent's payoff if she chooses the
prescribed action a. The RHS is the agent's maximum payoff if she decides
to shirk. In that case it is best not to exert any effort and gamble on the
possibility that the agent will not be caught. Now the principal has to give
the agent a compensation that is twice her effort level. In other words, the
principal gives the agent rents that she would lose when caught shirking.
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Having to concede rents once again lowers the principal's desire to induce
effort, so that optimal effort is lower than a*. Fiilally, the choice of whether
or not to monitor depends on the size of M.

4.1.4 Bilateral Risk Aversion

Let us now return to our simple theoretical example. In the absence of risk
aversion on the part of the agent and no wealth constraints, the first best
can be achieved by letting the agent "buy" the output from the principal.
In contrast, if only the agent is risk averse, the first-best solution requires a
constant wage, independent of performance. Of course, this completely
eliminates effort incentives if effort is not observable. Optimal risk sharing
under bilateral risk aversion does not provide for full insurance of the
agent, but risk aversion on the part of the agent still prevents first-best out
comes under moral hazard in this case. Indeed, the principal then solves

maxp(a)V(l-WI) +[1-p(a)]V(-wo)
a,Wi

subject to

p(a)U(WI) +[1-p(a)]u(wo) - a ~°
and

(IR)

(IC)

Letting ;t and Jl denote the respective Lagrange multipliers of the (IR)
and (IC) constraints and taking derivatives with respect to Wo and WI yields

and

V'(-Wo) ;t- Jl p'(a)
u'(wo) 1-pea)

When Jl =0, we obtain the Borch rule. However, at the optimum Jl > 0.
under quite general conditions, as we shall show, so that optimal insurance
is distorted: the agent gets a larger (smaller) share of the surplus relative
to the Borch rule in case of high (low) performance. Specifically, in order
to induce effort, the agent is rewarded (punished) for outcomes whose
frequency rises (falls) with effort. In our two-outcome setting, this result is
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particularly simple: q =1 is rewarded, and q =0 is punished.
Paradoxically, the principal perfectly predicts the effort level associated

with any incentive contract and realizes that the reward or punishment
corresponds only to good or bad luck. Nevertheless, the incentive scheme
is needed to induce effort provision.

4.1.5 The Value of Information

Assume now that the contract can be made contingent not only on q but
also on another variable S E {O, 1}. This variable may be independent of
effort (think of the state of the business cycle) or may depend on it (think
of consumer satisfaction indices, if the agent is a salesperson). However, the
variable s does not enter directly into the agent's or the principal's objec
tive functions. Specifically, assume Pr(q = i, S =j I a) =pila). The principal
can now offer the agent a compensation level Wij, to solve

1 1

maxLLPij(a)V(i -Wij)
a ,Wij i=O j=O

subject to

1 1

LLPij(a)U(Wij)~ a
i=O j=O

1 1

LLPij(a)u(wij) = 1
i=O j=O

(IR)

(IC)

Again, letting A and fl denote the respective Lagrange multipliers of the
(IR) and (IC) constraints, and taking derivatives with respect to Wij, one
obtains the following first-order conditions with respect to Wij:

V'(i -w-.) p~·(a)
__~IJ~ A+ fl-lJ-

U'(Wij) Pij(a)

Hence the variable S drops out of the incentive scheme (i.e., Wij =Wi for
i =0, 1) if for all a

pfo(a) = pfl (a) for i =°1
PiO (a) Pil (a) ,

where a denotes the second-best action choice.
Integrating these conditions yields
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Pio (a) = kiPil (a) for i = 0, 1

where the k/s are positive constants. The condition for s to be absent from
the agent's incentive scheme is thus that, for each q, changing effort yields
the same change in relative density whatever s may be. When this is satis
fied, one says that q is a "sufficient statistic" for (q, s) with respect to a, or
that s is not "informative" about a given q.

When q is not a sufficient statistic for a, taking s into account im
proves the principal's payoff by allowing for a more precise signal about
effort, and thus a more favorable trade-off between effort provision and
insurance.

The sufficient statistic result is due to Holmstrom (1979) (see also
Shavell, 1979a, 1979b; and Harris and Raviv, 1979). It extends to general
settings, as will be shown later on in this chapter and in Chapters 6 and 8.

4.2 Linear Contracts, Normally Distributed Performance, and Exponential
Utility

Next to the two-performance-outcome case, another widely used special
case involves linear contracts, normally distributed performance, and expo
nential utility. Performance is assumed to be equal to effort plus noise: q =
a + c, where c is normally distributed with zero mean and variance 0'2. The
principal is assumed to be risk neutral. The agent has constant absolute risk
averse (CARA) risk preferences represented by the following negative
exponential utility function:

u(w, a) = _e-lJ[w-yr(a)]

where w is the amount of monetary compensation and 1] >°is the agent's
coefficient of absolute risk aversion (1] = -u"/u'). Note that in contrast with
the earlier formulation, effort cost here is measured in monetary units. For
simplicity the cost-of-effort function is assumed to be quadratic: tf/(a) =tca2.

Suppose that the principal and agent can write only linear contracts of .
the form

w=t+sq

where t is the fixed compensation level and s is the variable, performance-
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related component of compensation. The principal's problem is then to
solve

maxE(q-w)
a,l,S

subject to

E(-:-e-1J[w-vr(a)]);::: u(w)

and

a E arg maxE(-e-1J[w-vr(a)])
a

(IR)

(Ie)

where u(w) is the reservation utility level of the agent and w denotes the
minimum acceptable certain monetary equivalent of the agent's compen
sation contract.

Maximizing expected utility is equivalent to maximizing

E(-e-1J(t+S(a+E) c~2))

= (-e -1J(t+sa-fca2))E(e-71SE)

Moreover, when a random variable E is normally distributed with zero mean
and variance (12, we have,3 for any 'Y

E(e'l£) =er2a2(2

Therefore, maximizing expected utility is equivalent to maximizing
-71(t+saJ ca2_!1.?a2) •( )-e 2 2 == _ e-71w a

is the area under a normal distribution with mean rO'2 and variance 0'2, that is, 1.
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where w(a) is the certainty equivalent compensation of the agent, which is
thus equal to her expected compensation net of her effort cost and of a risk
premium, which, for a given s, is increasing in the coefficient of risk aver
sion 11 and in the variance of output (52. It is also increasing in s, since the
higher the s, the more the agent bears the risk associated to q.

Thus the exponential form of the expected utility function makes it
possible to obtain a closed-form solution for the certainty equivalent wealth
w(a) here. An explicit solution is generally not obtainable for other func
tional forms.

The optimization problem of the agent is therefore:

a E arg maxw(a) =[t+sa-~ca2 _~S2(52 ]

which yields the simple result a = sic. This equation gives us the agent's
effort for any performance incentive s. Knowing that a = sic, the principal
solves

s ( S2)max-- t+-
t,s C C

subject to

S2 C S2 11 2 2 _
t+------s (5 =W

c 2 c2 2

This derivation yields

1
s=--

1+ 11C(52

Effort and the variable compensation component thus go down when c
(cost of effort), 11 (degree of risk aversion), and (52 (randomness of per-
formance) go up, a result that is intuitive. .

4.3 The Suboptimality of Linear Contracts in the Classical Model

The previous case is attractive in that it leads to a simple and intuitive
closed-form solution under standard assumptions: normally distributed
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performance and a CARA utility function for the agent. Unfortunately,
however, linear contracts are far from optimal in this setting.

To see this point, consider first a simple case where performance is such
that q =a + f and where the support of f is given by [-k, +k], where 00 > k
> 0. Suppose for simplicity that f is uniformly distributed on this interval.
Through her choice of action, the agent can then move the support of q.
This seems, at first glance, to be a reasonable description of the agent's tech
nology. Unfortunately, under this specification, the agency problem disap
pears altogether: the first best can always be achieved. Call a* the first-best
action, and w* the first-best transfer. With bounded support, the principal
can rule out certain performance realizations, provided the agent chooses
a*. Thus by punishing the agent very severely for performance outcomes
outside of [a* - k, a* + k] the principal can give the right incentives to the
agent. At the same time, the principal can perfectly insure the agent, since
when the latter chooses a*, she has a constant transfer w* irrespective of
the performance realizations in [a* - k, a* + k].

One response to this observation is to assume that f has a fixed or
unbounded support and thus avoid having perfectly informative signals
about the agent's action choice. As Mirrlees (1975) has shown, however,
performance signals may be arbitrarily informative even when f has
unbounded support. This is the case, for example, when f is normally
distributed.

Mirrlees considers the same setting as before:

q=a+f, wheref-N(O,0"2)

Now, with a normal density we have

fa(qla) =~[l f( I )]= (q-a)
f(qla) da og q a 0"2

In other words, the likelihood ratio falf can take any value between plus
and minus infinity. That is, the principal can get an almost exact estimate of
a at the tails of the distribution. Mirrlees shows that this information can be
used to approximate the first best arbitrarily closely. That is, the principal
can choose q such that, for all q < q, the transfer to the agent w(q) is very
low (a form-of extreme punishment), but for q ;;::: q the transfer is fixed at
w(q) = w* + 8, slightly higher than the first-best wage level. Under such a
compensation scheme the agent faces a negligible risk of getting punished
when she chooses a*, so that her (IR) constraint is satisfied if she is offered
a fixed wage w* + 8, with 8 positive but arbitrarily small.
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To see this point, let K be the (very low) transfer the agent receives when
failing to achieve output of at least q. For any arbitrary q the value of K
can be set so as to induce the agent to choose the first-best level of effort
a*, that is,

f~u(K)fa(q,a*)dq+ f; u(w*)fa(q,a*)dq =lJI'(a*)

where lJI(a) is the (convex) cost-of-effort function. This incentive scheme
violates the agent's (IR) constraint only by the positive amount

f~ [u(w*) - u(K)]f(q, a*)dq

However, we know that for any arbitrarily large M, there exists a '1 low
enough such that

fa(qla) <-M
f(qla)

for all q < q.
Therefore, the shortfall to meet the (IR) constraint is less than

-1fq- - [u(w*)-u(K)]fa(qla*)dq
M~

which, using the incentive constraint, is equal to

-1fooM ~u(w*)fa(ql a*)dq -lJI'(a*)

Finally, as

(q-a*)
fa (q Ia*) =-- f(q Ia*)

(52

this expression is given (and finite) for a given M and tends to zero for M
large enough. As a result, the first best can be approximated by setting.
extreme punishments that are almost surely avoidable provided that the
agent chooses the optimal action a*. Unbounded punishments are of course
crucial for the argument here. It is paradoxical that they are used against a
risk-averse agent-and they are: the first best can be approximated but not
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achieved; a constant w* generates no effort whatsoever! But the key insight
is that, as the size of the punishment grows, its relative occurrence falls very
fast.

While the result of this subsection casts a shadow over the linear
CARA-normal model, Holmstrom and Milgrom (1987) have identified
conditions under which linear contracts are optimal. Beyond assuming
CARA preferences, they consider a dynamic model where effort is chosen
in continuous time by the agent. The Holmstrom-Milgrom result, discussed
in Chapter 10, provides foundations, under admittedly specific assumptions,
to this user-friendly model discussed in the previous subsection, and has
partly contributed to its popularity.

4.4 General Case: The First-Order Approach

4.4.1 Characterizing the Second Best

As the previous subsection has highlighted, linear incentive schemes, while
easy to analyze, are, however, not optimal in general. Following.Mirrlees
(1974,1975,1976) and Holmstrom (1979) in particular, we now tum to the
characterization of general nonlinear incentive schemes in a framework
where performance measures are described in broad terms as q =Q(8, a),
where 8 E e is some random variable representing the state of nature, and
a E A ~ 'R denotes the agent's effort or action. The principal may be risk
averse and has a utility function given by

V(q-w)

where V'(-) >°and V"(·) so.The agent is risk averse and also incurs private
effort costs. Her utility function takes the general separable form

u(w) -1Jf(a)

where u'(-) > 0, u"(-) sO, 1Jf'(') > 0, and 1Jf"(') 2:: 0.4 As in the two-outcome
case, it is convenient to formulate the optimal contracting problem by spec
ifying a probability distribution function over output that is conditional on
the agent's action choice. One advantage of this formulation is that it gives
very intuitive necessary conditions for an optimal contract. Suppose that
performance is a random variable q E [q, q] with cumulative distribution

4. It is standard in the literature to assume that the agent's utility is separable into income
and effort.
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function F(q Ia), where a denotes the agent's action choice. Let the condi
tional density of q be f(q Ia). Then the principal's problem can be written
as

max rV[q-w(q)]f(qla)dq
{w(q),a} ~

subject to

ru[w(q)]f(ql a)dq -If/(a) ~u
~ .

and

a E ar~~ax{f;u[w(q)]f(ql a)dq -If/(it)}

(IR)

(IC)

As in the case with only two output outcomes, it is tempting to replace
the (IC) constraint by the first- and second-order conditions of the agent's
problem:

f; u[w(q)].fa(ql a)dq = If/'(a)

ru[W(q)].faa(ql a)dq -If/''(a) <0
~ -

(ICa)

(ICb)

In fact, what many authors do is to leave aside the second-order condi
tion (ICb) and replace (IC) by condition (ICa) only. Proceeding in this way
and replacing the (IC) constraint by the agent's first-order condition, we
obtain the Lagrangean

.£ =f; {V[q -w(q)]f(ql a)+ A[u(w(q»f(ql a) -If/(a) -u]

+ .u[u(w(q».fa (q Ia) -If/'(a)]}dq

Differentiating with respect to w(q) inside the integral sign, we obtain the .
by-now-familiar first-order conditions for the principal's problem. An
optimal incentive compensation scheme w(q) is such that for all q

V'[q-w(q)] A+.u.fa(qla)
u'[w(q)] f(ql a)

(4.2)
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These conditions reduce to Borch's rule for optimal risk sharing if J1 =o.
However, intuition suggests that generally J1 = 0 cannot be an optimum
when a is not observed by the principal. Indeed, as a way of inducing the
agent to put in higher effort, one would expect the principal to pay the agent
more for higher q's than would be optimal for pure risk-sharing reasons.
Implicit in this intuition, however, is the idea that higher effort tends to raise
output. This assumption is true, however, only if one assumes at least that
the conditional distribution function over output satisfies first-order sto
chastic dominance: Fa( q Ia) :::; 0 with a strict inequality for some value of q.
This condition means that, for all ij E [q, q], there is always a weakly (and
at times strictly) lower probability that q :::; ij when effort is higher (see
Figure 4.1 for an illustration). Note that in the two-outcome case, first-order
stochastic dominance is implied by the assumption that effort raises the
probability of success.

F(qla)

I
I
I
I
I
I
I
I
I

~F(qI8):

8>a

q

Figure 4.1
First-Order Stochastic Dominance
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With this additional assumption on F(·) and our other assumptions
on 1J!(a) we can show that Jl > 0 if the agent is risk averse (if the agent is
risk neutral, she can be made residual claimant and moral hazard is not an
issue, since we do not have resource constraints here). To do so, proceed by
contradiction and assume instead that Jl ::; O. Take the derivative of the
Lagrangian with respect to a:

J: {V[q -w(q)].fa(ql a)+ A,[u(w(q)).fa(ql a) -If/'(a)])

+ Jl[u(w(q)).faa(ql a) -If/''(a)]}dq = 0

Using the first- and second-order conditions of the agent's optimization
problem (lCa) and (lCb), we note that Jl ::; 0 is equivalent to

J:V[q-w(q)].fa(qla)dq::;O (4.3)

(4.4)

Call the first-best wage schedule WPB(q). By Borch rule, WPB(q) and q 
WPB(q) are (weakly) monotonically increasing in q. When Jl::; 0, by (4.2), the
second-best wage will be weakly below WFB(q) for output levels q such that
.fa(q Ia) > 0, and it will be above wPB(q) for output levels q such that.fa(q Ia)
< O. Consequently, we have

J:V[q -w(9)].fa(ql a)dq;;:: J:V[q -wPB(q)).fa(ql a)dq

However, since Fa(ll,a)=Fa('q,a)=O for all a, integration by parts
implies

Moreover, differentiating the optimality condition (4.2) with Jl = 0
yields
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When the agent is risk averse (that is, u" < 0), this implies 1 > w'(q) ~ 0
(which simply means that a risk averse agent should not be fully residual
claimant in an optimal risk-sharing contract). Since V'[q - w(q)] > 0, first
order stochastic dominance implies that (4.5) is strictly positive and, in turn,
that conditions (4.3) to (4.5) are incompatible. This contradiction proves
that I.l must be positive at the second-best outcome. This also means that
the principal would like to raise the effort of the agent in the second-best
contract.

When I.l > 0, the first-order conditions of the principal's problem with
respect to w(q) summarize the trade-off between risk sharing and incen
tives. To better interpret these conditions it is helpful to consider the special
case where the agent can choose only among two levels of effort, aH and aL

(aH> aL)' Then, assuming that it is optimal to elicit aH, the first-order con
ditions are rewritten as

V'[q-w(q)] A+I.l[l- f(q1aL)]
u'[w(q)] f(ql aH)

If the principal is risk neutral, this equation simplifies to

This equation tells us that w(q) is higher if f(qlaL)/f(qlaH) <1: the agent
gets a higher transfer for an output performance that is more likely under
aH' Vice versa, if f(q IaL)/ f(q IaH) > 1, she gets a lower transfer than under
optimal risk sharing. The agent is thus punished for outcomes that revise
beliefs about aH down, while she is rewarded for outcomes that revise beliefs
up. As Hart and Holmstrom (1987, page 80) have put it:

The agency problem is not an inference problem in a strict statistical sense; con
ceptually, the principal is not inferring anything about the agent's action from q
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because he already knows what action is being implemented. Yet, the optimal
sharing rule reflects precisely the pricing of inference.

Because the transfer function w(q) is directly related to the likelihood
ratio, it will be difficult to derive strong properties about this function
without making strong assumptions about F(q Ia). Thus, w(q) is not mono
tone in general even under first-order stochastic dominance, FaCq Ia) :::; O. To
see this fact consider the following example.

Example: Nonmonotone Transfer Function Suppose that there are only
three possible performance realizations (qL < qM < qH), and that the agent
has two possible effort levels (aL < aH)' The conditional densities f(q IaH)
and f(q IaL) are given in the following table:

0.5
0.4

0.5
0.1

0.0
0.5

Here, the second-best transfer function is such that

The point is that when q =qL it is almost as likely that the agent chose aH
as av Therefore, the principal does not want to punish the agent too much
for low performance realizations.

One should expect to have a monotone transfer function only if lower
performance observations indicate a lower effort choice by the agent. This
intuitive requirement corresponds to the statistical assumption of a mono
tone likelihood ratio property (MLRP). Whenf(qla) satisfies MLRP, a high
performance realization is good news about the agent's choice of effort (see
Milgrom, 1981a). To see this point, consider the necessary conditions for an
optimal compensation in the two-action case, when the principal is risk
neutral:
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1 ),,+11[1- f(qladJ
u'[w(q)] f(ql aH)

We know that u'(·) > 0, so that

dw > 0 ¢::}!!-[ f(ql aL )]:::; 0
dq dq f(ql aH)

This last inequality is precisely the MLRP condition. In the continuous
action case, the MLRP condition takes the following form:

!!-[fa (ql a}]· > 0
dq f(qla) -

To get a monotonic transfer function, we must therefore make strong
assumptions aboutf(q Ia). To obtain optimal linear incentive schemes, even
stronger assumptions are required. This is unfortunate, as optimal linear
incentive schemes are relatively straightforward to characterize. Also, in
practice such schemes are commonly observed (as in sharecropping, for
example). However, one also observes nonlinear incentive schemes like
stock options for CEOs or incentive contracts for fund managers.

A final comment on the monotonicity of the transfer function: Perhaps
a good reason why the function w(q) must be monotonic is that the agent
may be able to costlessly reduce performance, that is, "burn output". In the
preceding example, he would then lower output from qM to qL whenever
the outcome is qM'

4.4.2 When Is the First-Order Approach Valid?

4.4.2.1 An Example where the First-Order Approach Is not Valid

We pointed out earlier that in general one cannot substitute the (IC) con
straint with the agent's first-order condition (ICa). The following example
due to Mirrlees (1975) provides an illustration of what can go wrong.s Mir
rlees considers the following principal-agent example:

5. This example is admittedly abstract, but this is the only one to our knowledge that addresses
this technical issue.
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The principal's objective is to maximize

_(x_l)2 _(Z-2)2

with respect to z.
The agent, however, chooses x to maximize her objective:

2 2
u(x, z) = ze-(X+l) +e-(x-l)

For any z, the first-order condition of the agent's maximization problem
is

2 2
z(x + l)e-(X+l) +(x _l)e-(x-l) =0

or

i-x
z=--e4x

l+x

Now the reader can check that for z between 0.344 and 2.903 there are
three values of x that solve this equation, one of which is the optimal value
for the agent. To see which is the optimal value, observe that

u(z, x) - u(z, - x) = -(z -1)(e4X _l)e-(X+ll

Thus, for z > 1 the maximum of u occurs for negative x. When z < 1, the
maximum of u occurs for positive x. In either case, this observation identi
fies the optimal value of x. When z =1, u is maximized by setting x =0.957
or x = -0.957.

By sketching indifference curves for the principal

(x_l)2 +(Z_2)2 =K

in a diagram, one finds that the solution of the maximization problem of
the principal is x =0.957 and z =1.

This solution is not obtained if one treats the problem as a conventional
maximization problem with the agent's first-order condition as a constraint.
One then obtains instead the following first-order conditions to the princi
pal's problem:

dx
(2- z)+(l-x)- =0

dz
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x
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Figure 4.2
Solution of "Relaxed Problem" under the First-Order Approach

where

dz =e4x(4(1-X
2\-2)

dx (l+x)

_ 2Z(_2(.:..-1-_X---:
2
)'---_1)

- (l+x)(l-x)

So that

2 (2) (1_x2)2
Z -z =(1+x)(2x2 -1)

There are three solutions x to this equation. One of those, defined by
Z =1.99 and x =0.895, achieves the highest value for the maximand

_(x_1)2 _(Z_2)2

but this solution does not maximize u(x, z). This solution is only a local
maximum.6

6. The second solution is ineligible on all possible grounds: it is a local minimum of u(x, z).
The third solution is a global maximum of u(x, z) but does not maximize the principal's payoff.
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Graphically the problem pointed out by Mirrlees can be represented
as seen in Figure 4.2. The points on the bold curve represent the solutions
to the agent's maximization problem. These points are global optima of
the agent's problem. The point (x = 0.957; z = 1) is the optimum of the
principal-agent problem. As the figure illustrates, by replacing the agent's
(IC) constraint by only the first-order conditions of the agent's problem
(ICa), we are in fact relaxing some constraints in the principal's optimiza
tion problem. As a result, we may identify outcomes that are actually not
attainable by the principal (in this case, the point x =0.895; z =1.99).

4.4.2.2 A Sufficient Condition for the First-Order Approach
to Be Valid

If the solution to the agent's first-order condition is unique and the agent's
optimization problem is concave, then it is legitimate to substitute the
agent's first-order condition for the agent's (IC).

Rogerson (1985a) gives sufficient conditions that validate this substitu
tion: if MLRl?, together with a convexity of the distribution function con
dition (CDFC) holds, then the first-order approach is valid. The CDFC
requires that the distribution function F(qla) be convex in a:

F[ql ~a+(1-~)a']:::;~F(qla)+(1-~)F(q,a')

for all a, a'. E A, and ~ E [0,1].
The two conditions essentially guarantee that the agent's optimization

problem is concave so that the first-order conditions fully identify global
optima for the agent. The following heuristic argument shows why, under
MLRP and CDFC, the agent's first-order conditions are necessary and suf
ficient. Suppose that the optimal transfer function w(q) is differentiable
almost everywhere.7 The agent's problem is to maximize

J;u[w(q)]f(ql a)dq -lJI(a)

with respect to a E A.

7. Note that since w(q) is endogenously determined, there is no reason, a priori, for w(q) to
be differentiable.
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Integrating by parts, we can rewrite the agent's objective function as
follows:

u[w(q)] - S:u'[w(q)]w'(q)F(q Ia)dq -If/(a)

Differentiating this expression twice with respect to a, we obtain

-'-S:u'[w(q)]w'(q)Faa (q Ia)dq -If/''(a)

Then, by MLRP [w'(q) ~ 0] and CDFC [Faa(q Ia) ~ 0], the second deriva
tive with respect to a is always negative.

Unfortunately, CDFC and MLRP together are very restrictive conditions.
For instance, none of the well-known distribution functions satisfy both con
ditions simultaneously. Jewitt (1988) has identified conditions somewhat
weaker than CDFC and MLRP by making stronger assumptions about the
form of the agent's utility function.

Notice, however, that the requirement that the agent's first-order condi
tions be necessary and sufficient is too strong. All we need is that the sub
stitution of (rC) by its first-order condition yields necessary conditions for
the principal's problem. These considerations suggest that an alternative
approach to the problem that does not put stringent restrictions on the con
ditional distribution function F(qla) is useful. Such an approach has been
developed by Grossman and Hart (1983a).

4.5 Grossman and Hart's Approach to the Principal-Agent Problem

This approach relies on the basic assumption that there are only a finite
number of possible output outcomes. Thus, suppose that there are only N
possible qi: 0 ~ ql < qz < ... < qN, and let piCa) denote the probability of
outcome qi given action choice a. The agent's action set A is taken to be a
compact subset of~.To keep the analysis simple we take the principal to
be risk neutral: V(-) = q w. The agent's objective function, however, now
takes the more general form

£l(w, a) =cjJ(a)u[w(q)] -If/(a)
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Under this specification, the agent's preferences over income lotteries are
independent of her choice of action.8This utility"function contains as special
cases the multiplicatively separable utility function [If/(a) == 0 for all a] and
the additively separable utility function [¢(a) == 1 for all a]. Moreover,
u[w(q)] is such that u(·) is continuous, strictly increasing, and concave on
the open interval (~, +00) and

limu(w) =-00

w--t~

The principal's problem is to choose a E A and Wi == W(qi) E (~, +00) to
maximize

N

V =LPi(a)(qi -wJ
i=l

subject to the agent's (IR) constraint

N

L{¢(a)u(wi) -If/(a)}pi (a) ~ Ii
i=l

In addition, if a is unobservable the principal also faces the (I~) constraint

N N

L {¢(a)u(wi) -If/(a)}pi(a) ~L {¢(a)u(wJ-lf/(a)}pi(a)
i=l i=l

for all Ii EA.
Suppose, to begin with, that a is observable to the principal. Since the

agent is risk averse and the principal risk neutral, the (first-best) optimal
contract insures the agent perfectly. The optimal transfer is determined by
maintaining the agent on her individual rationality constraint. Then the
principal can implement the first best by setting

8. This is the most general representation of the agent's preferences such that the agent's par
ticipation (or IR) constraint is binding under an optimal contract. Under a more general rep
resentation, such that the agent's cost of effort depends on the agent's income or exposure to .
risk, it may be optimal for the principal to leave a monetaiy rent to the agent so as to lower
the cost of effort and induce a higher effort choice. In that case the IR constraint would
not be binding. As a consequence the optimal incentive contract would be substantially more
difficult to characterize.
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_ _l[U +1/I(a)]
W-U t/J(a)

and choosing a to maximize

~ _l[U+ If/(a)]V =£..JPi(a)qi -U
i=l t/J(a)

Now suppose that a is not observable to the principal. The innovation in
this approach is to divide the principal's problem into two stages: first deter
mine the minimum transfers to the agent that implement any given action

. a, then maximize over actions:

Stage 1: Implementation This stage involves solving the following problem

subject to

N

LPi(a){t/J(a)u(wi)-1/I(a)}~u (IR)
i=l

N N

LPi(a){t/J(a)u(wJ-lf/(a)} ~ LPi(a){t/J(a)u(wi)-1/I(£Z)} for all a E A (Ie)
i=l i=l

This program is solved for any action a E A.Notice that we have a finite
number of constraints so that the Kuhn-Tucker theorem can be applied
here. But the program as we have written it is not necessarily concave. The
trick is then to make a simple transformation and take Ui == u(Wi) rather than
Wi as the principal's control variables. Define also h == u-1 and Ui == U(Wi) so
that Wi = h(Ui).

This approach requires an additional technical assumption. Let

lU = {ulu(w) =u for some W E (~, +oo)}

Then assume that

[U +1/I(a)] E lU for all a E A
t/J(a)
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In words,for every effort a, there exists a wage that meets the participa
tion constraint of the agent for that effort.

Then the transformed program is

N

min LPi(a)h(ui)
(Ul.·· . ,uN) i=l

subject to

l
~p,(a){q,(a)u, - o/(aJ} 2: it

N N

~Pi(a){l/J(a)Ui -If/(a)} ~ ~Pi(a){l/J(a)Ui-If/(a)} for all a E A

(IR)

(Ie)

We now have linear constraints and a convex objective, so that the Kuhn
Tucker conditions are ~ecessary and sufficient.

Let U = (Ub ... ,UN) and define

era) =ini{~p, (a)h(u,)I n implements a}

Note that for some a E A there may exist no u that implements a. For
.such actions, let C(a) =-roo.

Grossman and Hart show that whenpi(a) > 0 for i = 1, ... ,N, there exists
a solution (uI, ... , u~) to the preceding minimization problem, so that the
cost function C(a) is well defined. As the Mirrlees example highlights, a
potential difficulty here is that some components of u may be such that h(Ui)

is unbounded even if C(a) remains bounded. If this is the case, a solution
to the maximization problem may not exist. One can rule this problem
out by assuming that piCa) > 0, so that C(a) also becomes infinitely large
when h(Ui) is unbounded for some u/s. An infinitely large C(a) cannot be
optimal, so that one can then safely assume that all relevant h(Ui) are
bounded and that the constraint set is compact. The existence of a solution
in the set

{~p,(a)h(u,)I n implements a}
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then follows by Weierstrass's theorem.

Stage 2: Optimization The second step is to choose a E A to solve

Once the cost function C(a) has been determined, this is a straight
forward step.

We have now completed our outline of the approach proposed by
Grossman and Hart to solve the principal-agent problem. Notice that the
only assumption on the distribution function over output they make to
obtain an optimal contract is that piCa) > O. The remainder of their article
establishes results obtained in previous formulations (in this more
general setting) and also some new results. Particulary noteworthy are the
following new results:

First, as already discussed, the (rR) constraint is binding if the agent's
utility function is additively or multiplicatively separable and

lim u(w) =-00

W~~

Second, even if MLRP holds, the incentive scheme may not be mono
tonic. This result is due to the possible indifference of the agent between
several actions at an optimum (see example 1 in Grossman and Hart). To
obtain monotonicity, one needs an even stronger spanning condition (see
Grossman and Hart).

Beyond these results, the most that can be said about optimal incentive
schemes, when no restrictions are put on PiCa), except for pla) > 0, is that
the transfers WI, .•. ,WN cannot be decreasing everywhere in performance,
nor increasing everywhere faster than performance.That is, while the Borch
rule requires that

0::;; Wi -Wi-l ::;;1
qi -qi-l

in this general case the most that can be said is that we do not have

Wi -Wi-l <0
qi -qi-l

everywhere, nor
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Wi -Wi-! >1
qi -qi-!

everywhere!
These are rather weak predictions. Just as sharp characterizations of the

optimal incentive scheme are not obtainable in general, simple compara
tive statics results are unavailable. For instance, a reduction in the agent's
cost of effort can make the principal worse off, as this may make it easier for
the agent to take some undesirable actions (see Grossman and Hart for an
example). Finally, it should come as no surprise that sharp characterizations
of the agent's second-best action are also not obtainable. The second-best
action can be higher or lower than the first-best action. There is no general
reason that hidden actions necessarily result in underprovision of effort.

4.6 Applications

As the introductory and concluding sections of this chapter stress, there is
a paradox in moral hazard theory: While the model is very relevant for
many real-world contexts, the above discussion indicates that it delivers
very few general predictions. Only when significant simplifying -assumptions
are introduced can we obtain clean and intuitive results. This explains why
applications in the area take these simplifying assumptions on board. This
section details two such applications.

4.6.1 Managerial Incentive Schemes

The conflict of interest between shareholders and managers of a firm is a
classic example of a principal-agent problem. Indeed, management com
pensation packages are perhaps the best-known examples of incentive con
tracts. The design of executive compensation schemes has become a
sophisticated art, so much so that most companies nowadays hire the serv
ices of consultants specialized in managerial compensation issues to design
the remuneration packages of their executives. It is therefore natural to ask
what lessons can be drawn from principal-agent theory for the design of
managerial compensation contracts and whether current practice is consis
tent with the predictions of the theory.

In most cases a manager's compensation package in a listed company
comprises a salary, a bonus related to the firm's profits in the current year,
and stock options (or other related forms of compensation based on
the firm's share price). The overall package also includes various other
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benefits, such as pension rights and severance pay (often described as
"golden parachutes").9 In other words, a manager's remuneration can
broadly be divided into a "safe" transfer (the wage), a short-term incentive
component (the bonus), and a long-term incentive component (the stock
option).

At first sight, the overall structure of this package is difficult to relate to
the optimal contracts considered in this chapter. This difficulty should not
come as a ~urprise given that the problem of providing adequate incentives
to managers is much richer than the stylized principal-agent problems
we have. considered in this chapter. First, the relationship between a
manager and shareholders is long-term. Second, the manager can often
manipulate performance measures such as profits. Third, and perhaps most
importantly, the managerial incentive problem does not just boil down to
eliciting more effort from the manager. It also involves issues of risk taking,
efficient cost cutting, adequate payout provisions, empire building, hubris,
and so on. If anything, what is surprising is the relative simplicity of
observed managerial compensation packages given the complexity of the
incentive problem.

Another important difference between practice and theory is the con
tracting protocol. In the abstract problem we have considered in this
chapter, a single principal makes a take-it-or-leave-it offer to the agent. In
practice, however, it is the manager (or a compensation committee, often
appointed by the manager) who draws the compensation package and gets
it approved by the directors (who are, for all practical purposes, on the
manager's payroll). It comes as no surprise then that managers are often
generously rewarded even when their company is doing poorly. A key focus
of corporate governance regulation is precisely on this contractual proto
col. A number of SEC or other securities regulations are aimed at reduc
ing the risk of capture of the remuneration committee and the board by
management. Despite these regulations, many commentators have argued
that managerial compensation has more to do with rent extraction than
with providing incentives to CEOs (see, for example, Bebchuk, Fried, and
Walker, 2002).

9. In some cases the problem is not so much to insure the manager against job loss as to tie
the manager to the firm. Then the compensation package might include a "golden handcuff"
(which is essentially a payment from the manager to the firm if the manager leaves the firm
before the expiration of his contract) instead of a "golden parachute." Another, more exotic,
type of clause that is sometimes observed is a "golden coffin" (which is essentially an excep
tionaly generous life insurance for executives).
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With all these differences between theory and practice it would seem that
the simple principal-agent theory developed in thischapter has little to say
about the problem of managerial compensation. We shall show, however,
that a slightly reformulated version of the general model considered in this
chapter can yield the general structure of the managerial compensation
package we have described and provide insights as to how the package
should vary with the environment the manager operates in.

Consider a single manager who contracts with a single representative
shareholder (say, the head of the remuneration committee). The manager
takes hidden actions a E A, which affect both current profits q and the stock
price P. Take profits q to be normally distributed with mean a and variance
(J2.

q'

q =a+Cq

where cq - N(O, (Jg). Similarly, take the stock price to be normally distrib
uted with mean a and variance (J~:

P=a+Cp

where cp is a normally distributed random variable: cp - N(O, (J~).

In general, the stock price variable behaves differently from the profit
variable because stock prices incorporate information other than that con
tained in profit reports. For example, the stock price may reflect informa
tion stock analysts have acquired directly about the manager's actions (see
Holmstrom and Tirole, 1993, for a more detailed model of managerial com
pensation that illustrates how analyst's information gets reflected in stock
prices). Even if they behave differently, however, they are likely to be cor
related random variables. Thus, let (JqP denote the covariance of q and P.

Take the manager to have constant absolute risk-averse (CARA) pref
erences, and represent her preferences with the negative exponential utility
function

u(w, a) =_e-T/[w-'I'(a)]

where, as before, ljI(a) = 1/2ca2
•The principal, hQwever, is assumed to be risk·

neutral.10

10. This assumption is justified as an approximation if we think of the principal as a repre
sentative shareholder with a well-diversified portfolio.
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As in section 4.2, restrict attention to linear incentive packages. This is a
common (though not innocuous) simplification in the economics or
accounting literature on managerial compensation contracts. Suppose that
the manager gets a compensation package w of the form

w=t+sq+ fP

where t denotes the salary (independent of performance), s the fraction of
profits the manager obtains as a bonus, and f the manager's share of equity
capital.11

We shall think of the owner as a "buy and hold" investor, who cares only
about the firm's profit performance. That is, the owner is not concerned
about selling his shares in the secondary market at a good price and there
fore is not directly concerned about stock price. Thus the owner's problem
is

maxa,t,s,tE[q -w]
subject to

a Earg maxaE[-e -71(w-c~)]

and

[
-71(W-C~)} -E -e 2 __e-71W

where, as before, W denotes the manager's reservation wage.
As we have shown in section 4.2, we can rewrite the principal's and

agent's objectives in terms of their certainty-equivalent wealth and thus
obtain the following simple reformulation of the principal's problem:

maXa,t,s,/l- s - f)a - t

subject to

a E argmaxa{Cs+ f)a+t -~ca2 _~1J[S2<1~+2sf<1qP + f2(J'~]}

and

Cs+ f)a+t-~ca2 -~1J[s2(J'~+2sf<1qp + f2(J'~]~W

11. Note that by restricting attention to linear incentive schemes we rule out (nonlinear) stock
option plans.
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As in section 4.2, we can solve this problem using the first-order
approach. Accordingly, we substitute the incentive constraint with the first
order conditions for the agent's problem:

s+f
a=-

C

The owner's problem is then simplified to

Substituting for the value of t in the individual-rationality constraint and
maximizi.ng with respect to sand f, one then obtains the following solution
for the optimal linear compensation package:

* (j~ -(jqP 1
s 2 2

(jq + 20"qP +O"P 1+1]co.

f* = (j~ - 0"qP __1_
O"~ +20"qP + O"~ 1+1]co.

where

(j:(j~ -(j~p
0.= 2 2

(jq +2(jqP + (jP

These expressions determine how the manager's compensation package
varies as a function of the underlying environment the firm operates in.
Specifically, the compensation package can be directly tied to the stochas
tic structure of the firm's cash flow and stock price. To see how the com
pensation package varies with the volatility of cash flow or stock price,
consider first the special case where eqand ep are independently distributed..
In that case, O"qP =0, and the expressions for s* andr reduce to

2
s* = O"p

O"~ + (j~ + 1]C(j~(j~
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2
f*= (Jq

(J~ + (J~ + 11C(J~(J~

It is easy to see from these expressions that as the firm's stock price
becomes more volatile ((J~ increases), the manager's shareholding decreases
(f* is smaller), but the share of profit increases (s* increases). Similarly, if
profit becomes more volatile, the manager's stock participation goes up, but
the profit participation is reduced. Another interesting observation is that
the manager does not become a 100% equity holder of the firm even when
she is almost risk neutral (as 11-70). However, she does become the sole
residual claimant since s* + f* -7 1 as 11 -7 O.

Consider next the special case where cp = cq + S, where Sis an inde
pendently normally distributed random variable: S- N(O, (J~). In that case
the stock price is a more noisy signal of the manager's effort than profits.
In other words, profits are then a sufficient statistic, and the result due to
Holmstrom (1979) suggests that there should be no stock participation in
the manager's compensation package. Under this stochastic structure, (J~ =
(J~ + (Jl and (JqP = (J~, so that f* = 0 and s* = 1/(1+11c(J~), as the general
theory would predict.

An important assumption in the agency theory of executive compensa
tion that we have outlined is that the stock market is informationally effi
cient, so that the stock price is an unbiased estimate of the firm's
fundamental value and the CEO's action choice a. When one allows for the
possibility of speculative bubbles in stock markets, then the optimal com
pensation contract may put more weight on short-term stock price per
formance than on long-term fundamental value, as Bolton, Scheinkman,
and Xiong (2003) have shown.

4.6.2 The Optimality of Debt Financing under ·Moral Hazard and Limited
Liability

In Chapter 3 we discussed why debt financing can be a cheaper source of
funding for firms than equity or any other form of financing when the firm
has private information about the expected value of its assets and invest
ments. Since under a debt contract the repayment to investors varies less
with performance than under any other financial contract, this repayment
stream is likely to be less underpriced by uninformed investors than the
payment stream under any other form of financing.



163 Static Bilateral Contracting

We now illustrate that when (costly and hidden) managerial/entrepre
neurial effort raises the return on investment, then the most incentiye
efficient form of outside financing of the entrepreneur's project under
limited liability may be some form of debt financing. A special case of this
result has first been established by Jensen and Meckling (1976), who have
pointed out that when the investment project can be financed entirely with
"safe debt"-that is, debt that is repaid in full for sure-then a risk-neutral
entrepreneur will have first-best incentives to provide effort. The reason is
simply that in this case the entrepreneur gets to appropriate the entire mar
ginal return from her effort. Innes (1990) has shown that the incentive effi
ciency of debt financing extends to situations where debt is "risky"-that
is, debt is not always repaid in full-if the set of feasible investment con
tracts is such that the repayment to investors is always (weakly) increasing
in the return on investment.

Innes's theory, along with Myers and Majluf's and several others we
discuss in later chapters, provide several compelling explanations for why
most small firms and most households raise outside funds primarily in the
form of debt. Until recently debt financing was the only form of outside
financing available to firms and households. And even though it is possible
nowadays to get funding in the form of venture capital financing or equity
participation by an investment fund, debt financing is still the most preva
lent form of outside financing.

Innes's -basic idea is that, in the presence of limited liability, when the
downside. of an investment is limited both for the entrepreneur and the
investor, the closest one can get to a situation where the entrepreneur is a
"residual claimant" is a (risky) debt contract. In other words, a debt con
tract provides the best incentives for effort provision by extracting as much
as possible from the entrepreneur under low performance and by giving her
the full marginal return from effort provision in high-performance states
where revenues are above the face value of the debt.

The basic setup is as follows. Suppose that a risk-neutral entrepreneur
can raise revenues from investment q by increasing effort a. Specifically,
suppose that revenues are distributed according to the conditional density 
f(qla) and the conditional cumulative distribution F(qla). The entrepre
neur's utility function is separable in income and effort (as usual) and is
given by v(w, a) = w - o/(a), with 0/', 0/" > o.

Suppose also that the risk-neutral entrepreneur has no funds and that the
firm's setup cost I must be funded by a risk-neutral investor in exchange
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for a revenue-contingent repayment r(q). We now show that if the firm is
a limited liability corporation and if feasible investment contracts must
specify repayments that are monotonically increasing in q, then the
uniquely optimal investment contract is a risky debt contract taking the
form r(q) =D for q;;:;: D and r(q) =q for q < D, where D > 0 is set so that
(discounted) expected repayments are equal to the initial investment I.

More fopnally, the key restrictions imposed on the set of feasible con
tracts r(q) are

1. A two;.sided limited liability constraint 0 :s; r(q) :s; q

2. A monotonicity constraint O:s; r'(q)

The first restriction means that the entrepreneur cannot be asked to pay
back more than she earns [r(q) :s; q], and also that the investor cannot be
asked to pay more than I in total (this latter part of the constraint is not
important for the result in the end). The second restriction seems less
natural at first. It can, however, be justified as follows: Suppose that 0 > r'(q)
for a subset of revenue outcomes q. In that case the entrepreneur would
strictly gain by borrowing money at par from another source and thus mar
ginally boost her profit performance,

d{[q-r(q)]-q} =-r'(q» 0
dq

If this kind of borrowing can go on undetected, then any contract such that
0> r'(q) would simply encourage the entrepreneur to engage in this type
of arbitrage activity. Note that the second restriction would also be required
if the principal were able to costlessly reduce profits ex post.

Under these restrictions, a striking conclusion emerges: If the density
function f(q Ia) satisfies the monotone'likelihood ratio property (MLRP),
an optimal investment contract is a debt contract. Moreover, Innes shows
that under the optimal investment contract there is always underprovision
of effort relative to the first best, where the entrepreneur does not need to
raise any outside funding. Let us provide the intuition for this result.

We begin by showing that in the absence of any monotonicity constraint
O:S; r'(q), MLRP implies that it is optimal to "punish" the entrepreneur for
"bad" performance (q:s; Z) by taking away all the revenues from her [r(q)
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= q], and to "reward" her for "good" performance (q > Z) by leaving her
all the revenues of the investment [r(q) = 0].

Formally, the entrepreneur's optimal contracting problem is to maximize
her expected net return from the investment, subject to meeting (1) an
incentive compatibility constraint, (2) the investor's break-even condition,
and (3) the two-sided limited liability constraint. If we substitute the
incentive compatibility constraint by the first-order condition of the
entrepreneur's optimization problem with respect to a, then we can write
the constrained optimization problem as follows:

max t [q - r(q)]f(qla)dq -lfI(a) - I
{r(q),a} 0

subject to

foil [q - r(q)]fa (ql a)dq =ljf'(a)

foil r(q)f(ql a)dq =I

05:r(q)5:q

(IC)

(IR)

(LL)

As we have explained, in general, substitution of the incentive constraints
with the first-order conditions of the agent's problem results in a "relaxed"
problem for the principal. However, here the restrictions on the set of
feasible contracts as well as the MLRP ensure that the substitution of
the incentive constraints with the first-order conditions does not result
in a strictly relaxed problem. We leave it to the reader to verify this finding
as an exercise.

Letting f.L and Adenote the Lagrange multipliers associated with the con
straints (IC) and (IR), respectively, we can write the Lagrangean of this
problem as

L = f: [q - r(q)]f(ql a)dq -lfI(a) + f.L[foil [q - r(q)]fa(ql a)dq -lfI'(a)]

+ A[Joil r(q)f(ql a)dq - I]

Rearranging, the Lagrangean can be rewritten as
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£= f: r(q{A-tt ~(~i:; -l]f(qla)dq

+ foil q[l + tt ~(~II:; ]f(ql a)dq -If/(a) - ttlf/'(a) - AI

This formulation of the problem makes it clear that the objective is linear
in r(q) for all q. Therefore, provided that the constraint (Ie) is binding and
therefore that tt> 0,12 the optimal repayment schedule r*(q) is such that

1
;F'l 1 .fa(qla)

q. lJ /\,> +tt f(qla)
r*(q) =

o if A<l+tt fa (qla)
f(qla)

We can then conclude from this analysis that it is optimal to "reward"
the entrepreneur for revenue outcomes such that the likelihood ratio
fa(qla)/ f(qla) is higher than the threshold (A-l)/tt. Under MLRPthe like
lihood ratio fa(ql a)/ f(ql a) is increasing in q. Therefore, there exists a
revenue level Z such that it is optimal to set

() {
o if q>Z

r* q =
q if q<Z

See Figure 4.3 for an illustration of this contract. Note that this contract
is highly nonmonotonic and does not resemble the description of a stan
dard debt contract {rv(q)} such that

r ( ) = {D if q > D
v q q if q~D

However, if one imposes the additional constraint that r'(q);;::: 0, it is clear
from the preceding argument that the constrained optimal contract takes
the form a standard debt contract rv (q) where D is the lowest value that
solves the (IR) constraint:

12. Otherwise, the first-best can be reached.
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r*(q)

I
I
I

~r*(q)

I /
0

q
z q

Figure 4.3
Optimal Nonmonotonic Contract

J: qf(qla*)dq+[1-F(Dla*)]D =1

and a* is.given by the (Ie) constraint

J; (q - D)fa(ql a*)dq = 1fI'(a*)

The intuition of Innes's result is straightforward. The incentive problem
is to try to induce the entrepreneur to supply high effort. Given that
high revenue outcomes are most likely when the entrepreneur works
hard, it makes sense to reward her as much as possible for high-revenue
performance.

One important implication of this result is that when external financing
is constrained by limited liability, it will generally not be possible to miti
gate the debt-overhang problem, which was highlighted by Myers (1977)
and discussed at the beginning of this chapter, by looking for other forms
of financing besides debt. Indeed, Innes's result indicates that under quite
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general conditions it is not possible to get around this problem by struc
turing financing differently. Debt is already the financial instrument that
minimizes this problem when there is limited liability.

One key feature Innes abstracts from is risk aversion. While debt pro
vides maximum effort incentives, it is not good from the point of view of
insuring the entrepreneur against risk. In Chapter 10, we discuss, however,
the contribution of Dewatripont, Legros, and Matthews (2003), who show
that Innes's insight survives in a dynamic setting where the initial financial
contract can be renegotiated after the investor has observed the effort
choice of the entrepreneur. The renegotiated contract can then be relied
upon to provide optimal insurance, while the role of the initial contract is
to maximize effort incentives. For this purpose, starting with debt financing
is optimal.

4.7 Summary

The notion of moral hazard has for a long time been confined to the insur
ance industry and mainly been discussed by actuaries. Nowadays, however,
this is a widely understood notion, which is seen as highly relevant in many
different subdisciplines ranging from international finance to economic
development. Although the trade-off between risk sharing and incentives
is widely recognized, there is unfortunately no tractable general model that
is as widely used. In this chapter, we have highlighted some of the concep
tual and mathematical difficulties inherent in a general contracting problem
with hidden actions. Despite these difficulties, several general lessons
emerge from our analysis.

• When the agent is risk neutral and wealthy, a simple solution to any con
tracting problem with moral hazard is to let the agent be a "residual
claimant" on the output she produces.

• When the agent is risk neutral but has limited wealth, then the incentive
problem is worse the poorer is the agent. Sometimes the poverty of the
agent may be so extreme that it pays the principal to hand over wealth to
the agent in the form of aid or an efficiency wage. Much of development
policy to very poor countries can be rationalized on these grounds.

• When the agent is risk averse, then more incentives come at the cost of a
risk premium that the principal must pay the agent. Whether the principal
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should expose the agent to less risk when the agent is more risk averse,
however, is generally not clear. Similarly, whether the principal should opti
mally elicit higher effort from the agent when the agent's effort cost
decreases is not generally clear.

• Among the main general predictions of the model is the informativeness
principle, which says that the incentive contract should be based on all
variables that provide information about the agent's actions. Also, in
general the agent must be exposed to some risk to provide adequate
incentives.

• When the distribution of output conditional on the agent's action choice
satisfies the monotone likelihood ratio property (MLRP), then the agent's
remuneration is increasing in her performance (provided that the agent is
not also subject to a limited liability or wealth constraint). But in general
there is no reason to expect the optimal reward function of the agent to be
linear.

• Some of the main areas of application of the principal-agent framework
with hidden actions have been to executive compensation, corporate
finance, and the theory of the firm. But this framework has also been
applied widely in international finance, agricultural economic~, and macro
economics. A leading application in macroeconomics has been to the
incentive problem of central bankers (see Walsh, 1995).

4.8 Literature Notes

The topics covered in this chapter are standard material. Since references
for key applications were mentioned in the introduction, we concentrate
here on theoretical references. Arrow's (1970) essays on risk bearing have
played an important role in exposing the economics profession to the ideas
of moral hazard and the widespread problems of incentives when actions
are hidden.The first article tocharacterize the first-best optimal risk-sharing
rule is due to Borch (1962). Wilson (1968) considers a more general problem
than Borch, and his article is the first to formally touch on the problem of .
optimal risk sharing with hidden actions. Much of the discussion in Wilson
(1968) and later in Spence and Zeckhauser (1971) and Ross (1973) is con
fined to the question of identifying situations where the first best can be
achieved with hidden actions. The pioneering articles that first attempt to
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formulate the second-best problem are due to Mirrlees (1974, 1975, 1976).
Later, Holmstrom (1979) (see also Shavell, 1979a, 1979b and Harris and
Raviv, 1979) built on Mirrlees' work to provide the first articulation of the
informativeness principle (see also Kim, 1995 and Jewitt, 1997) on the value
of information systems in moral hazard settings). Sappington (1983) and
Kahn and Scheinkman (1985) have provided solutions to the bilateral risk
neutrality problem with resource constraints for the agent. Finally, the
research e;ffort of formulating a general framework for the second-best
problem culminates with the model and approach proposed by Grossman
and Hart (1983a) and the characterization of sufficient conditions under
which the first-order approach is valid by Rogerson (1985a) and the later
generalizations proposed by Jewitt (1988).

The static bilateral contracting problem with hidden actions has of course
been subsequently extended in many different directions, most of which we
explore in detail in subsequent chapters. Thus we consider multitask exten
sions as well as hybrid models involving both hidden information and action
in Chapter 6. Multiagent and dynamic extensions are pursued further in
Chapters 8 and 10. One important extension, however, that we have not
been able to cover is the framework considered by Baker (1992, 2000),
where the contract is signed before the agent learns her true cost of effort.
This assumption not only is realistic, but also provides a contracting struc
ture that is fairly tractable and gives rise to sharper characterizations.



5 Disclosure of Private Certifiable Information

Up to now we have considered situations where private information is
neither observable nor verifiable. That is to say, we have considered private
information about such things as individual preferences, tastes, ideas, inten
tions, quality of projects, and effort costs, which cannot be measured objec
tively by a third party. But there are other forms of private information,
such as an individual's health, the servicing and accident history of a car,
potential and actual liabilities of a firm, and earned income, that can be
certified or authenticated once disclosed. For these types of information
the main problem is to get the party who has the information to disclose it.
This is a simpler problem than the one we have considered so far, since the
informed party cannot report false information. It can only choose not to
report some piece of information it has available.

There is a small but nonetheless significant literature dealing with the
problem of disclosure of verifiable information. Our review of the main
results and ideas of this literature is based on Townsend (1979), Milgrom
(1981a), Grossman and" Hart (1980), Grossman (1981), Gale and Hellwig
(1985), Okuno-Fujiwara, Postlewaite, and Suzumura (1990), Shavell (1994),
and Fishman and Hagerty (1995).

In many situations where one contracting party may have private verifi
able information, a standard regulatory response is to introduce mandatory
disclosure laws. This practice is particularly prevalent in financial markets,
where firms that issue equity or bonds are required to regularly disclose
information about their performance and activities. Also, financial inter
mediaries are required to disclose information about their trading activities
and pricing decisions. Although at first sight mandatory disclosure laws may
seem like a rather sensible regulatory response to overcome some forms of
informational asymmetry, we shall see that some of these laws are contro
versial, at least in financial markets. The reason is simply that according to
the theory outlined in this chapter there are sufficient incentives for con
tracting parties to voluntarily disclose information. Therefore, it is often
argued, mandatory disclosure laws are at best redundant and may impose
unnecessary costs on the contracting parties. We begin this chapter by con
sidering the incentives for voluntary disclosure. We then identify situations
where there may be inefficient voluntary disclosure and investigate the
merits of mandatory disclosure regulations. We close the chapter with a dis
cussion of costly information production and disclosure. We show that when
there are positive disclosure or verification costs it is optimal to minimize
overall disclosure costs and to commit to produce and disclose only the
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most relevant or essential information. We illustrate how this basic logic can
be applied to the design of financial contracts and financial reporting. In
particular, we cover the arguments by Townsend (1979) and Gale and
Hellwig (1985) that debt contracts have the desirable property that they
minimize the extent of costly financial reporting.

5.1 Voluntary Di~closure of Verifiable Information

Since mandatory disclosure laws are particularly prevalent in financial
markets,we shall address the problem of disclosure of verifiable informa
tion in the context of a finance application. Specifically, we shall consider
the problem of a firm issuing equity on a stock market. In practice, securi
ties laws and stock markets impose a number of rather stringent disclosure
requirements on any member firm. These requirements are often invoked
as an important reason why some firms may prefer not to go public.

Consider again the model of Myers and Majluf (1984) introduced in
Chapter 3. Recall the basic elements of their model:

• A risk-neutral owner-manager of a firm with assets in place is consider
ing issuing equity to finance a new project.

• The final value of the assets in place is uncertain and may be either 1 with
probability yor 0 with probability 1 - y-

• The setup cost of the new project is 0.5, and its expected discounted gross
value is also uncertain; it may be either 1 with probability TJ or 0 with
probability 1 - TJ, where TJ > 0.5.

• The owner-manager has private information about the expected value of
assets in place. She knows whether y= Yo or y= YB, where Yo> YB·

• Outside investors, however, know only that y = Yo with probability 0.5.
Since they are all risk neutral, they value the assets in place at O.5(Yo + YB).

As a benchmark, we begin by briefly reviewing the equilibrium outcomes
in this model when the private information of the owner-manager is not
certifiable. We then show how the equilibrium outcome is drastically
changed when information is certifiable.

5.1.1 Private Uncertifiable Information

If the owner-manager's private information about '}1 is not certifiable, then
we are dealing with a signaling problem similar to that analyzed in Chapter
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3. Recall that in this signaling problem the own~r-manageralways wants to
issue shares and invest in the new project if r= rB' Indeed, even if outside
investors have the most pessimistic valuation of the firm's assets in place
and demand a share of equity of 0.5/(rB+ TJ) in return for an investment of
0.5 (to cover the setup costs of the new project) the owner-manager gets a
payoff equal to

(
0.5)(rB+TJ) 1--- =rB+TJ-0.5

rB +TJ

which is, by assumption, higher than rB, the payoff the owner-manager
would obtain if she did not undertake the new investment project.

If r = ra, however, then the owner-manager mayor may not issue new
equity, depending on how much outside investors undervalue the firm's
assets in place. In a pooling equilibrium the owner-manager issues shares
whether assets in place have a high or low expected value. In that case the
owner-manager's action reveals no information, and outside investors value
the firm at 0.5(ra + rB) + (TJ - 0.5). In a separating equilibrium the owner
manager issues shares only when the expected value of assets in place is
low (r= rB).l

Since r> 0.5, only the pooling equilibrium is efficient: But for some
parameter constellations only the separating equilibrium exists. Moreover,
for a wide range of parameter values both types of equilibrium may exist,
and there is no guarantee that the pooling equilibrium is the natural
outcome of the signaling game.

5.1.2 Private, Certifiable Information

If the firm is able to disclose its information about the value of assets in
place by certifying the true value of Yi, then the equilibrium outcome in this
model is radically different. To see this, suppose that the firm can get an
underwriter, a rating agency, or an accounting firm to certify the true value

1. Recall that a separating equilibrium exists if and only if

( 1) YG -YB(YG+11) 1 '" =YG+11-0.5-0.5", <YG
"",,/Yi +11) """/Yi +11)

or if
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of 11 at a cost K > O. Then, whenever Y= YG, the owner-manager would want
to disclose her certified information if outside investors believe that the
value of assets in place is strictly less than (YG + 1])I(1 + 2K) -1]. Indeed, fol
lowing disclosure the owner-manager can then get financing of 0.5 in return
for a stake oiO.51(YG + 1]) and obtain a payoff of YG + 1] - 0.5 - K, while if she
does not disclose her information she gets no more than YG (under an inefficient
separating equilibrium) or (yG +1])[1-(0.5 + K)/(YG +1])] =YG +1] -0.5 - K
(under an dfficient pooling equilibrium). In other words, by disclosing the
value of assets in place, the owner-manager can overcome the undervalua
tion problem in the Myers and Majluf model.

When Y= YB, however, it is not in the interest of the firm to disclose that
outside investors may be overvaluing assets in place, so that no voluntary
disclosure of information takes place in that event. But rational investors
can infer as much information from the firm's equity issue decisions as from
the firm's disclosure actions, and here the firm's decision not to disclose its
information when Y= YB inevitably reveals its type.

To summarize, when the firm is able to certify its private information
about assets in place at sufficiently low cost, then the unique equilibrium
outcome is for the firm to disclose good information, to always invest in the
new project, and to raise new funding by issuing equity at fair terms.

5.1.3 Too Much Disclosure

It is tempting to conclude from the preceding discussion that efficiency
is always improved by making disclosure possible (say, by introducing a
new information-certification tecmiology). However, since certification is
costly, it would be more efficient to have a pooling equilibrium. Yet if the
technology were available, the firm might want to use it to prevent a
pooling equilibrium. Indeed, a firm with assets in place worth YG might want
to disclose its private information about the value of these assets so as to
obtain better terms for the equity issue. More precisely, as long as
certification costs are lower than the subsidy to investors [which is equal to
0.5 (YG -YB)ICI i(Yi +17)], in a pooling equilibrium, the firm would want to
certify the value of its asset YG.

It is only against a separating-equilibrium situation that disclosure is
welfare enhancing. In such a situation, certification by type G has no impact
on the payoff of type B, so that it occurs if and only if it is efficient. All in
all, then, there is too much disclosure in this model, even if disclosure is vol
untary. A mandatory disclosure law would only make things worse here.
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5.1.4 Unraveling and the Full Disclosure Theorem

One striking conclusion emerging from the analysis of this simple model is
that (when certification costs are not too high) the firm ends up revealing
all private information in equilibrium. In other words, the firm is unable to
exploit its informational advantage when it can credibly disclose this infor
mation. An obvIous question is whether this result extends to more general
settings.

A central result in the literature on disclosure of information (due to
Grossman and Hart (1980), Grossman (1981), and Milgrom (1981a» is
that when certification is costless (K = 0), there is full disclosure of
information in equilibrium under very general conditions. In particular,

. the full-disclosure theorem holds not just with two types, but with any
number of types. The basic logic behind this full-disclosure theorem is as
follows.

Suppose that assets in place can now take N different values, Yi E r =
In, ')2, ... , YN}, where n < ')2 < ... < YN. Since outside investors have only
a probability distribution over all possible values Yi, the expected
market value r is strictly less than YN (unless the probability distribution is
degenerate). As a result, type YN has a strict incentive to disc:lose so as to
eliminate the market's undervaluation of assets in place. -

Hence, if the firm does not disclose any information, outside investors are
able to ~er that assets in place are worth at most YN-l and probably less
than that. This downward revision in market expectations in tum prompts
type YN-l to disclose also, so that no disclosure of information leads outside
investors to believe that assets in place are worth only YN-2' This logic can
be repeated for types YN-2, YN-3, and so on.

To complete the induction argument, suppose that some type i > 1
does not disclose. Consider the highest such type, say, type j 2:: i. By dis
closing, type j could obtain funding at actuarially fair terms. By not dis
closing, type j is pooled with at least type 1, for whom disclosing is a weakly
dominated strategy. But then type j gets financing at worse than actuarially
fair terms, so that type j is strictly better off disclosing its type.

Note that we have heavily relied on the assumption that disclosure
involves no costs (K = 0) to obtain this rather striking result. Of course, if
K is very high, then disclosure may not pay even for type N. In that case, the
firm's problem reduces to a signaling game akin to that analyzed in Chapter
3. With intermediate values of K, however, partial disclosure can obtain. To
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see this possibility, take, for example, Yi E tn, 12, J3} with n< 12 < 13, but 12 - n
small relative to 13 - 12' Then the incentive for type 3 to disclose is much
higher than for type 2. We then obtain disclosure for all types above a given
level Yi and no disclosure for lower types. This simple dichotomy obtains
because the net incentive to disclose increases with Yi.

As hinted at earlier, the full-disclosure theorem has implications for
mandatory-disclosure laws. If all private information is already disclosed
voluntarily, then mandatory-disclosure laws are at best superfluous. More
over, they may be harmful to the extent that they may force firms to dis
close totally irrelevant information. Perhaps a more important implication
of this result and its underlying logic is that it suggests that "privacy" laws,
such as the right to keep one's health history private, may be ineff~ctive if
they do not also punish voluntary disclosure of this information. In other
words, if any healthy employee is allowed to volunteer the information of
her good health to her employer by providing an updated medical exami
nation, then employees with health problems get no protection at all from
any privacy laws. The only way to enforce privacy in that case would be to
allow individuals to forge health certificates and to prevent courts from
punishing such forgery, even ifprivate contracts explicitly were to allow for
such punishments!

5.1.5 Generalizing the Full-Disclosure Theorem

How general is the full-disclosure theorem? We have shown so far that it
holds for an arbitrary number of types when disclosure is costless and when
it is common knowledge that the firm knows its type Yi. Would the result
still hold if, for example, the firm did not know its type perfectly but knew
only that it belongs to a subset of all possible types? Okuno-Fujiwara,
Postlewaite, and Suzumura (1990) have investigated this issue. They provide
two sufficient conditions under which full disclosure obtains, as well as
examples where it fails when any of these conditions are not satisfied. Their
full-disclosure theorem essentially generalizes as much as is possible the
underlying unraveling logic outlined previously. The main interest of their
result lies in the identification of two conditions, which in fact are almost
necessary in the sense that examples where either of the conditions does
not hold give rise to partial or no disclosure in equilibrium.

Let n(Yi, b) be the manager's equilibrium payoff when the true value of
the firm's assets is Yi but outside investors have belief b about this value.
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Beliefs are (possibly degenerate) probability distributions over r [so that,
for each b, calling b(Yi) the probability that the value of the firm's assets is
Yi under belief b, we have b(rr) + b(}2) + ... + b(YN) =1]. Beliefs may be
influenced (through Bayesian updating) by certified statements that the
manager sends. These certified statements are assumed to be subsets of r,
and for each Yi, the manager has access to a set of certified statements that
all include Yi. In other words, the manager can certify with more or less accu
racy that the value of her assets is at least as high as Yi or no greater than
Yi, but she cannot lie and announce that her true type is in a given subset
when it is not. Okuno-Fujiwara, Postlewaite, and Suzumura (1990) define
the following two conditions:

1. For any Yi, the manager can certify to the market that her type is at least
Yi. More formally, the manager can send a certified statement whose
minimum element is Yi.

2. For any belief b, consider belief b' that first-order stochastically domi
nates b: that is, for all Yi,

L b'(Yj)::; L b(Yj)
Yjs,n rjs,n

where a strict inequality holds for at least one Yi. Then n(Yi, b') > n(Yi, b).

Condition 1 says that the set of certifiable statements is rich enough to
allow the manager to prove that the assets in place are worth at least their
true value. Condition 2 is a monotonicity condition on beliefs, which says
that the manager's payoff is higher when market beliefs are more optimistic
about the value of the assets of the firm.

We have argued that, following a statement c k r, outside investors use
Bayes' rule in order to revise their beliefs from b to b(c). Okuno-Fujiwara,
Postlewaite, and Suzumura (1990) also define beliefs to be skeptical if, fol
lowing a statement c, updated beliefs b(c) put full probability weight on the
lowest element of c.

In this setup, they establish the following full-disclosure theorem: Under
conditions 1 and 2, the equilibrium involves full revelation of information
and skeptical market beliefs.

This theorem can be proved in three steps:
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• First, one can rule out incomplete disclosure in equilibrium (which is itself
incompatible with skeptical beliefs). Indeed, incomplete disclosure means
that there exist several types of manager sending the same certified
statement c. Consider the highest type of manager who is to be pooled
with some other type(s). By condition 1, she could separate from such
type(s) by sending a certified statement with her true type as lowest element
of. the statement. She would then be either fully separated or pooled
with higher types than hers. In any case, by condition 2, she would
have strictly raised her payoff. Thus there does not exist a partial-disclosure
equilibrium.

• Consider next a full-disclosure equilibrium where there exists a report c
(which might or might not be sent with positive probability in equilibrium)
for which the associated equilibrium belief is not skeptical. In this case, it
would be in the interest of the lowest type included in c to deviate and send
this report: she would thereby strictly raise her equilibrium, full-revelation
payoff, because she would have generated beliefs that first-order stochasti
cally dominate the (correct) equilibrium belief. Thus there does not exist
an equilibrium without skeptical beliefs.

• Finally, it is clear that it is an equilibrium for each type to send a report
with one's true type as lowest element, and for investors to anticipate this
behavior, that is, to have skeptical beliefs.

5.2 Voluntary Nondisclosure and Mandatory-Disclosure Laws

If the conditions of the above full-disclosure theorem always held in prac
tice, then mandatory-disclosure laws would be redundant. We begin this
section by showing that when either or both of the conditions of their
full-disclosure theorem do not hold, then there may be only partial disclo
sure in equilibrium. We then proceed by analyzing the manager's incentives
to acquire costly information in the first place when this information
may be wasted ex post through voluntary disclosure. Finally, we close this
section by showing that an implicit assumption behind the full-disclosure
theorem is that the informed party is always on one side of the transaction.
That is, the informed party is always a buyer or always a seller. If, however,
the informed party is sometimes a buyer and sometimes a seller, then
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full disclosure breaks down even when both conditions of the theorem
hold.

5.2.1 Two Examples of No Disclosure or Partial Voluntary Disclosure

Although conditions 1 and 2 are only sufficient conditions, they appear to
be the right conditions, since the full-disclosure result easily breaks down
in examples where either one of them does not hold. To see this point, con
sider the following two examples, where in turn conditions 1 and 2 are not
satisfied.

Example 1 In this example the manager may not know her true type. In
other words, with positive probability the manager may be as uninformed
as outside investors. If there are only two possible values for assets in
place-yis either YG or YB-then there are three types of managers in this
example: those who know that Y= YB, those who know that Y= YG, and those
who do not know anything. We denote that last manager type by y= YGB'
Thus, let the set of types be r = {lB, YBG, YG}, where YB < YBG < YG. This example
satisfies condition 2, since the manager's payoff is monotonic in '}1. But it
violates condition 1. The reason is simply that it is not possible to prove
one's ignorance, so that type YBG cannot certify that her type is at least YBG'
As a result, the equilibrium is such that type YG discloses, but type YB is able
to pool with type YBG (only, of course, as long as issuing equity is optimal
for type YBO)'

Example 2 This example is rather contrived within our simplified setting;
based on an example from Okuno-Fujiwara, Postlewaite, and Suzumura
(1990) it conveys its general idea, but does not do full justice to it. In this
example, disclosure of information exogenously reduces the manager's
payoff so that condition 2 is violated. In Okuno-Fujiwara, Postlewaite, and
Suzumura (1990), disclosure reduces the manager's payoff because of the
increased competition generated by the news that the firm has a high value
of assets in place.2 Here, keeping this story in reduced form, let r = {YB, YG},
with YB < YG, and assume that if type YG discloses her type, then her payoff

2. Concretely, consider a pharmaceutical company for which certifying that it has assets in
place that are worth a lot means disclosing results on preliminary testing of a new wonder
drug. In such a case, it is conceivable that, as a result of the disclosure, its future profits are
reduced because of the increased future competition by other pharmaceutical companies that
are working in parallel with this company. If competition is expected to be sufficiently fierce,
the firm may well decide not to disclose its information (see, for example, Green and Scotch
mer, 1995, on the issue of disclosure and patenting with sequential innovations).



180 Disclosure of Private Certifiable Information

drops from YG to YG - Ll. Disclosure of type YG would, of course, improve the
firm's financing terms and make the new investment profitable to under
take. But if disclosure leads to an excessive reduction in the value of assets
in place (that is, if Ll is too large), a type-YG firm may well decide not to dis
close. In a pooling equilibrium situation, disclosing leads to more favorable
financing terms for the type-YG firm if YG - Ll > O.S(YG + YB)' This condition
does not imply that disclosure will happen, however: if Ll > 11- 0.5, the loss
of value 01,1 assets in place exceeds the net present value of the investment,
so that a type-YG manager prefers not to disclose her type and not to invest
in the new project even though this decision means passing up a valuable
investment opportunity.

Example 1 identifies an important reason why full disclosure may not
occur in equilibrium. If there is any doubt about whether the manager is at
all informed, then full voluntary disclosure may not occur because man
agers who receive bad information can always claim that they are unin
formed. Given that voluntary disclosure results in only partial disclosure, it
appears that there may be a role for mandatory-disclosure laws in this case.
Indeed, if mandatory-disclosure laws are effective, they may bring about
full disclosure. There are, however, potentially two objections against this
line of argument. First, it is not clear that full disclosure is desirable. Suppose
that there are strictly positive disclosure costs (K> 0); then, as long as type
YBG is willing to invest in the new positive-net-present-value project (in a
situation where it might be pooled with type YB), there is nothing to be
gained from full disclosure. Second, even if mandatory disclosure is desir
able, it may not be effective. Indeed, if the manager is unable to prove that
she is ignorant, how can a judge do so?

5.2.2 Incentives for Information Acquisition and the Role of Mandatory
Disclosure Laws

So far we have not found very compelling reasons for introducing
mandatory-disclosure laws. The only possible justification we have found is
that voluntary disclosure may only be partial when there is some uncer
tainty about whether the manager is informed or not. We shall pursue this
line further here by asking what the source of this uncertainty might be.
Specifically, we shall consider a stage prior to the information-disclosure
stage where the manager can endogenously determine how much informa
tion she acquires.
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Formally, this approach involves considering a model combining both
moral hazard elements (how much information to acquire) and adverse
selection elements (how to act on the basis of the information acquired).
The model we shall analyze is a simplified version of Shavell (1994). In the
information-acquisition stage we allow the manager to randomize over
becoming informed about her type or not. If she randomizes, then her
choice of probability p of acquiring information is private information.
We also assume that information acquisition is costly and involves a cost
ljI > 0.3 To allow for the possibility that the information acquired by the
manager is socially valuable, we let the manager's type affect the value of
both the assets in place and a new investment opportunity. Thus we assume
that rG;::: rB, and also that 17 E {l7G, l7B} with l7G;::: l7B' The information acquired
by the manager then has positive (gross) social value whenever l7G ;::: 0.5
and l7B < 0.5. We shall consider in turn two cases-the first, when the infor
mation has no social value, and the second, when the information has
strictly positive social value.

5.2.2.1 When Information Acquisition Has Zero Gross Social Value

We first consider the manager's incentive for information acquisition under
voluntary disclosure when l7G ;::: l7B ;::: 05. To see the effects ofendogenous
information acquisition in the first stage, it is important to bear in mind that
in the information-disclosure stage the problem is essentially identical to
Example L The manager has a positive incentive to discover her type here
if outside investors believe that she is likely to be uninformed in the infor
mation-disclosure stage, for she can then hide behind type rBG whenever she
learns that her true type is rB' Moreover, if she learns that her type is rG, she
can surprise outside investors by disclosing this information and obtain
better financing terms. These benefits must, of course, be balanced against
the information-acquisition cost lfI. Also, these benefits are likely to be
smaller the more outside investors believe that she is in fact informed. It thus
appears that there may be some subtle feedback effects between outside
investors' beliefs and the manager's incentive to acquire information.

As before, we suppose that outside investors form their beliefs rationally,
and consequently we define the outcome of this game to be a perfect
Bayesian equilibrium (PBE) where the manager's actions are a best

3. In practice, the certification process plays the role both of improving the manager's infor
mation and of credibly disclosing to the market information the manager may already possess,
so that the acquisition and disclosure of information can also be thought of as a joint action.
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response to investors' beliefs and investors form their beliefs using Bayes'
rule given the manager's best response function. We begin by determining
the manager's best response function. Suppose investors believe that the
manager acquires information with probability p. Then, conditional on
getting the information, the manager is of type Yo with probability 0.5. In
this case, she voluntarily discloses her type, obtains financing at actuarially
fair terms, and invests in the new project. With equal probability, her type
is YB, in which case she does not disclose her type, obtains funding at actu
arially favorable terms, and invests in the new project.

How favorable the terms are depends on whether the manager has an
incentive to invest in the new project when she remains uninformed. On
the one hand, if she decides to invest even when she is uninformed, then
type YB can hide behind type YBO and obtain better than actuarially fair
terms. If, on the other hand, the manager prefers not to invest when unin
formed, then type YB can obtain only actuarially fair terms. Indeed, by
seeking investment funds and not disclosing her type she actually reveals
her type, since type rBO does not want to raise funds.

Consider first the situation where the manager invests in the new project
even when uninformed. Then outside investors' expectation of firm value
conditional on no disclosure is

v =0.5(1- p)(Yo +1]o)+0.5(YB +1]B)
p 1-0.5p

Notice that dVp/dp =0.25(YB +1]B -Yo -1]o)/(l-0.5p)2 <0. In words,
the market value of the firm conditional on no disclosure is decreasing in
the probability that the manager is informed. This result is quite intui
tive: the less likely type YBO is, the more weight outside investors put on
type YB when there is no disclosure. Given the market's conditional expecta
tion Vp, the firm's cost of capital when the manager remains uninformed is
given by

However, when the manager informs herself, the expected cost of capital
IS
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Therefore, the manager decides to become informed (with positive
probability) if and only if

05 0.5 ( ) 2 0.5(YG+11G+YB+11B). +- YB+ 11B + lfI < -....:.--.....:.---=-----:.;.-

Vp Vp

There, is therefore,

1. A (pure-strategy) PBE without information acquisition if and only
if

YG +11G -YB -11BlfI > --'--....:.----:---=-'--

- 4(YG +11G +YB +11B)

2. A (pure-strategy) PBE with information acquisition if and only if

YG +11G -YB -11BlfI<":-':;"-::"':'-"":'--"":'::-
- 4(YB +11B)

3. A mixed-strategy PBE if and only if

v =YG +11G
p 1+4lf1

or if and only if

1
(1+4lf1)(YG +11G +YB +11B)-2(YG +11G) 0

>p= >
(YG +11G)4lf1

that is, if and only if

We first conclude that when the cost of information acquisition lfI is
high, there is a unique pure-strategy equilibrium with no information acqui
sition. When instead the cost of information acquisition falls below
(YG +11G -YB -11B)/[4(YB + 11B)] , the manager may acquire information
with positive probability. There is a unique full-information equilibrium
when the cost of information acquisition falls below (YG +11G -YB -11B)/
[4(YG +11G +YB +11B)]. In other words, as soon as the cost of information
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acquisition is sufficiently low, the manager has a strict incentive to
acquire information, and there is then too much information acquisition
in equilibrium. Interestingly, when 1fI falls below (rG +TJG -rB -TJB)!
[4(rG +TJG +rB +TJB)], the manager's attempt to take advantage of her
private information fails, and the cost of information acquisition is com
pletely wasted. The reason is that with full information acquisition ex ante
there is also unraveling and full disclosure ex post.

To suIIJJiJ.arize, when TJG;;::: TJB ;;::: 0.5, equilibria with voluntary disclosure
tend to induce excessive information acquisition. Only when the informa
tion acquisition cost is high is the social optimum attained. There is,
however, a simple way of restoring efficiency here. It suffices to adopt a
mandatory-disclosure law, that is, to threaten to punish the manager for
failing to disclose any information she might have acquired. Then the
manager obtains no return from information acquisition. But, as noted
before, mandatory-disclosure laws may be ineffective here if it is difficult
to prove that the manager is informed.

5.2.2.2 When Information Acquisition Has Positive Gross Social Value

Consider now the manager's incentive for information acquisition under
voluntary disclosure when TJG ;;::: 0.5 ;;::: TJB' Two cases have to be distinguished:
one where it is efficient to invest when uninformed about the value of TJ,
that is, when 0.5(TJG + TJB) > 0.5; the other when it is not worth investing,
that is, when 0.5(TJG + TJB) < 0.5.

In the second case, the equilibrium outcome is easy to see: when the
manager is uninformed, she does not invest in the new project; therefore,
once information has been acquired, type rB cannot "hide" behind type rBG'
The net value of information acquisition for the manager, computed ex
ante, is then 0.5(TJG - 0.5) - lfi. This also happens to be the net social value
of information. Therefore, in the subcase where 0.5(TJG + TJB) < 0.5, the
manager has the correct incentives for information acquisition under vol
untary disclosure. Note that in this subcase a mandatory disclosure law
would not make any difference.

In the former subcase, where 0.5(TJG + TJB) > 0.5, the manager's net value
of information is at most 0.5(0.5 - TJB) - 1fI: the value of finding ou~ that it
is not worth investing if the manager's type is rB' In this case, the manager
also has the correct incentives for information acquisition under voluntary
disclosure. A mandatory disclosure law here would again make no differ
ence. But, if the manager prefers to invest when her type is rB, then there
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may be too much or too little information acquisition relative to the social
optimum. A type-rB manager here invests if and only if

(
0.5)(rB+T]B) 1-
Vp

~rB

Given that T]B ::::; 0.5, the manager would not have an incentive to invest if
p =1, since then

(rB +T]B{1-~)=rB +T]B -0.5 ::::;rB

But the manager may have a strict incentive to invest if, at p =0,

(
0.5) rB +T]B(rB +T]B) 1-- =rB +T]B - >rB
Vo ra +1]0 +rB +T]B

There is then a mixed-strategy equilibrium given by

or

In this mixed-strategy equilibrium the manager acquires too little infor
mation relative to the social optimum when 0.5(0.5 - T]B) > ljf, and too much
when 0.5(0.5 - T]B) < ljf. These distortions can again be corrected by impos
ing a mandatory-disclosure law, since under such a law the mixed-strategy
equilibrium breaks down, and the type-rB manager strictly prefers not to
invest, so that the manager's incentives for information acquisition are
aligned with social incentives.

5.2.2.3 Conclusion

We have found that, when the manager can acquire information at a cost, .
there often tends to be too much (but at times too little) information acqui
sition under voluntary disclosure. In this setup, mandatory-disclosure laws,
which threaten to punish managers for failing to disclose any information
they might have acquired, have been shown to correct these distortions and
to lead to socially optimal information acquisition. This finding assumes,
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however, that such laws are effective, that is, that managers cannot succeed
in falsely claiming to be uninformed.

5.2.3 No Voluntary Disclosure When the Informed Party Can Be Either a Buyer
or a Seller

As we show in this section, limited voluntary disclosure of information can
easily result :when the informed party is not always on the same side of a
transaction, as we have assumed so far by letting the informed party always
be a seller of equity. We shall explore this insight by considering informa
tion disclosure by traders in financial markets. Financial market regulations
sometimes require some investors to disclose their trades. For example, cor
porate managers and insiders in the United States (investors who own more
than 5 percent of a firm's stock) must disclose their trades in the firm's
stock.

We provide a simple example adapted from Fishman and Hagerty (1995)
illustrating how informed traders who may decide to buy or sell a stock
have little or no incentive to voluntarily disclose their information or their
trades. Therefore, mandatory-disclosure rules may be required to make that
information public. We show, however, that these rules may not necessarily
benefit uninformed traders.

Consider the secondary market for shares of the firm discussed earlier,
and suppose for simplicity that there are no new investment opportunities
available to the firm. Recall that the final value per share of the firm is uncer
tain and may be either 1,with probability y, or 0, with probability 1-y.There
fore, the current expected value of a share in the secondary market,
assuming away discounting, is y. The manager of the firm may have private
information about the expected final value of shares. With probability j3 she
learns whether the shares are worth Yo > yor YB < Y. Uninformed sharehold
ers, however, know only that y= Yo with probability 0.5. Since they are all
assumed to be risk neutral, they value each share at O.5(ro + YB) = rex ante.

Suppose that there are two trading dates, t = 1 and t = 2, and that each
shareholder can buy or sell only one share per trading date. The example
can be adapted to allow for trading of a finite number of shares at each
trading date. What is important for the example is that trades are spread
over the two trading dates. Although we do not model them explicitly here,
there are good reasons why this would be the case in practice: most impor
tantly, concentration of trades in a single trading period would result in both
higher price risk and more adverse terms of trade.
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Suppose, in addition, that trading in the secondary market is anonymous
and that the size of the manager's trades is smail relative to the market, so
that she cannot move the price. With probability (1 - /3), the manager is
uninformed. She is then assumed to be equally likely to buy or sell one
share for liquidity or portfolio-rebalancing reasons. When she is informed,
however, she sells one share at date 1 when she learns that the final
expected value is YB and buys one share when she learns that the final
expected value is YG' Her net payoff from trading at date 1 (her "informa
tional rent") when she is informed is then

Therefore, if she does not disclose her information or her trade at date
1, the manager can expect to get a total payoff of 2/30.5~y. If she discloses
her trade at date 1, however, the price at which she can trade at date 2
will move against her. If she discloses a "buy," the price of shares in the
secondary market will rise from yto

/3yG +(1- /3)y

The price moves to this level b~cause uninformed traders update their
beliefs that the underlying expected value of shares is YG following a "buy"
by the informed party. They reason that the manager could have bought a
share because she was informed (with prior probability /3) or because she
was uninformed but repositioned her portfolio [with prior probability (1
/3)]. The informed manager's payoff from trading at date 2 is then only

(l-/3)(YG -Y)

Similarly, if she discloses a "sell," the price will fall from yto

and her payoff from trading at date 2 is only

Clearly, an informed manager would prefer not to disclose her date-1
trade. When her trade was a "buy," she would lose /3(YG - y), and when it
was a "sell," she would lose /3(Y- YB)' If her private information were ver
ifiable, she would also not want to disclose her information. Often, however,
private information is not verifiable, and only trades are. It is for this reason
that regulation concentrates on disclosure requirements of trades.
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What about the disclosure incentives of an uninformed manager? Ironi
cally, uninformed managers have a weak incentive to disclose their trades
here. Indeed, if their disclosure is taken as news by the market, they stand
to gain from the resulting price manipulation. Suppose, for example, that
an uninformed manager discloses a date-1 "buy."This could result in a price
increase, which the manager knows to be unjustified. She could then gain
from this pri,ce move by selling one share at date 2. She knows the share's
expected value is y; but she would be able to sell it for a higher price. Of
course, in a perfect Bayesian equilibrium this could not be the case: since
only uninformed managers would disclose, disclosure would simply be
ignored by the market.

There are two reasons why informed managers cannot be induced to vol
untarily disclose their trades here. First, and foremost, the market here
cannot punish nondisclosure, since it does not know the nature of the infor
mation. If the market interprets nondisclosure as the manager withholding
bad news, then the manager can profit by buying shares in the secondary
market, and vice versa by selling shares. The second reason why the
manager does not disclose information voluntarily is that her first trade
does not move the market. Suppose that trading in the secondary market
was not anonymous; then any party trading with the manager at date 1
would only accept to sell a share at price f3rG + (1 - f3)r and to buy a share
from the manager at price f3rB + (1 - f3)y. If the manager had no choice but
to trade at those prices, she would be indifferent between disclosing or not
disclosing her first trade.

If there is no voluntary disclosure of trades by the informed manager,
can a case be made for mandatory disclosure? Note first that mandatory
disclosure can be justified here only as a way of protecting uninformed
traders. Indeed, in this simple example, trading under asymmetric informa
tion does not induce any distortions. It affects only the distribution of value
across shareholders. In a richer setup, however, one can imagine that some
traders' informational advantage might adversely affect liquidity and
investment. Disclosure policy might then be directed at minimizing such
investment or liquidity distortions. It is conceivable that this might require
protecting uninformed investors.

Interestingly, even if the objective of protecting uninformed investors is
taken for granted, there is not always a case for introducing mandatory
disclosure rules in this simple example. That is, there may be situations
where a mandatory-disclosure rule actually benefits the manager at the
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expense of other shareholders. How can such situations arise? We have
shown that an informed manager is always worse off as a result of the dis
closure of her date-l trade. Therefore, if there is a gain to be obtained from
a mandatory-disclosure rule, it would have to be for uninformed managers.
As we have hinted, uninformed managers actually gain under mandatory
disclosure. They obtain an informational advantage because they know that
the price move following the disclosure of their trade was not warranted.
Following disclosure of a "buy," uninformed managers obtain a net
expected gain from a date-Z "sell" of

and following disclosure of a "sell," they obtain a net expected gain by
buying a share at date Z of

/3(r-rB)

Thus, on average, an uninformed manager gains (/3/Z)(ra -rB) under
mandatory disclosure, but an informed manager can expect to lose
(/3/Z)(ra -rB). The net gain from mandatory disclosure is therefore

In other words, if the manager is less likely to be informed than uninformed
(that is, /3 < %), it is she, and not uninformed investors, who gains from a
mandatory-disclosure rule.

This example brings out the close connection between disclosure and
market manipulation. Here mandatory disclosure may facilitate market
manipulation by increasing the credibility of the disclosed information. If
disclosure was voluntary, rational uninformed participants would simply
ignore the information, since they understand that only an uninformed
manager would have an incentive to disclose.4

Let us end this subsection by stressing that Fishman and Hagerty's
example is yet another illustration of the subtle effects of mandatory
disclosure rules. Their analysis and Shavell's actually do not make a strong
case for mandatory-disclosure rules. A more recent article by Admati and

4. Interestingly, for some parameter values, one can check that mandatory disclosure could
actually lead to an extreme form of market manipulation here, where the informed manager
would begin by selling when observing Ya so as to be able to buy shares back on the cheap.
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Pfleiderer (2000) makes a stronger case. They assume that disclosure of
information involves transaction costs and that there is an informational
externality on other firms. In other words, disclosure is partly a public good.
Since individual firms do not capture the full social informational value of
disclosure and since they must pay the full cost, there will generally be
underprovision of information in equilibrium. To improve the production
of socially valuable information, Admati and Pfleiderer argue that
mandatory-disclosure rules may be required.

5.3 Costly Disclosure and Debt Financing

We close this chapter with a treatment of an influential research line on
financial engineering, the costly state verification (CSV) approach. The CSV
perspective starts from the premise that when disclosure (or verification)
of a firm's performance (profits or earnings) is costly, the design of finan
cial contracts may be driven to a large extent by the objective of minimiz
ing disclosure (or audit) costs. A striking and central result of the CSV
approach to financial engineering is that it is generally optimal to commit
to a partial, state-contingent disclosure rule. What is more, under some
admittedly strong conditions, the optimal rule is implemented by a standard
debt contract for which there is no disclosure of the debtor's performance
as long as debts are honored, but there is full disclosure or verification in
the event of default. Viewed from the CSV perspective, the main function
of bankruptcy institutions is to establish a clear inventory of all assets and
liabilities and to assess the net value of the firm.

The CSV approach to financial contracting considers a slightly different
disclosure problem than we have seen so far in this chapter. The informed
party now has to make a decision whether to certify its information to be
able to disclose it credibly.

The financial contracting problem considered by Townsend (1979) and
Gale and Hellwig (1985) involves two risk-neutral agents, an entrepreneur
with an investment project but no investment funds, and a financier with
unlimited funds. In its simplest form the contracting problem is as follows:

The fixed investment requires a setup cost of I > 0 at t =0 and generates
random cash flows at t = 1 of 1C E [0, +00), with density function f( n:). The
entrepreneur observes realized cash flows and can credibly disclose n: to the
investor only by incurring a certification cost K > O. The contract-design
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problem is to specify in advance which cash-flow realizations should be cer
tified and which not.

It is easy to see that absent any certification the entrepreneur will never
be able to raise funding for the project. Indeed, the rational investor then
anticipates that at t =1 the entrepreneur will always pretend that re =°to
avoid making any repayments to the investor.

One way, of course, of guaranteeing financing is to always verify or audit
the realized return of the project. Securities regulations mandating the peri
odic disclosure of firm performance can be seen as instances of such sys
tematic verification of performance. Interestingly, the CSV perspective
highlights the potential inefficiency. of such regulations. Indeed, we shall
explain that such systematic disclosure rules tend to impose excessive dis
closure costs.

The set of contracts from which the contracting parties can choose is
described as follows: In general terms, the contract will specify whether an
audit should take place following the realization of cash flows and what
fraction of realized cash flows the entrepreneur should pay back to the
investor. More formally, we can reduce the set of relevant contracts by
appealing to the revelation principle (see Chapter 2).

Thus, following the realization of re, the entrepreneur (truthfully) reveals
re, and the contract can specify the probability p(re) E [0,1] of certifying (or
auditing) cash flows. When there is no certification, the contract can only
specify a repayment r(re). But, when there is certification of cash flows the
contract can specify a repayment contingent on both the announced cash
flow ie and the (true) cash flow certified by the audit re, r(ie, re). Application
of the revelation principle will, of course, ensure that in equilibrium the
entrepreneur always truthfully reports cash flows: ie = re, for allre. Never
theless, the contract will specify a different repayment when ie *" re as a threat
(which will never be exercised in equilibrium) to provide incentives to the
entrepreneur to tell the truth. It is easy to see that, since this threat is not
exercised in equilibrium, it is efficient to provide maximum incentives to
tell the truth by maximizing the punishment for lying and setting r(ie, re) =
re whenever ie *" re.5 Under such a threat ther~ is no benefit from falsely'
reporting a cash flow that triggers an audit for sure. Consequently, such

5. Since the entrepreneur has no resources to start with, it is impossible to induce a repay
ment in excess of Te.
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cash-flow realizations are always truthful, and we can denote the repayment
for audited cash flows simply as ra(R:).

As we already alluded to, a central result of the CSV approach to finan
cial contracting is that standard debt contracts may be optimal financial
contracts.This result only obtains, however, under fairly strong assumptions.
One critical assumption, in particular, is that financial contracts can specify
only deterministic certification policies:

ASSUMPTION: For allR:, p(n) E to, I}.

In other words, commitment to random audits is not feasible. We now
show how under this assumption a standard debt contract is an optimal
financial contract.

Assuming that the project has a positive net present value, the optimal
contracting problem reduces to a problem of minimizing expected audit
costs, subject to meeting the entrepreneur's incentive constraints for truth
telling, and the financier's participation constraint:

min K fo+OO p(n)!(R:)dn
p(~),r(~),ra(~) Jr

subject to:

(1) the investor's individual-rationality constraint:

(2) a set of incentive constraints:

raCnl):::;;r(nZ) for allR:l ;t:nz such that p(nl) =1 and p(nz) =0

r(nl) = r(R:z) = r for all nl ;t:nz such that p(nl) = 0 = p(nz)

and

(3) a set of limited wealth constraints:

ra (n):::;;n for all n such that p(n) =1

r(n):::;;n for allR: such that p(R:) = 0

The incentive constraints have a particularly simple structure. For any
two cash-flow realizations that do not require certification, the repayment
to the financier has to be the sam~. Obviously, if this were not the case, the
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Figure 5.1
An Incentive-Compatible Repayment Schedule

entrepreneur would want to lie about realized cash flows and announce the
one with the lower repayment. Similarly, a cash-flow realization 1Cl that
requires certification should not entail a higher repayment ra(1Cl) than the
repayment for a cash-flow realization nz that does not involve certification
r(nz).1f that were the case, then the entrepreneur would want to lie about
the realization of 1Cl and thus make a smaller repayment. The set of incen
tive and limited wealth constraints thus imposes sweeping limits on the set
of feasible contracts. As Figure 5.1 illustrates, all feasible contracts have the
two features that rep,ayments outside the certification subset must be inde
pendent of realized cash flows, and that repayments in the certification
subset must be less than those outside the set.

Basically, the only dimensions along which the financial contract can be
varied are (1) the certification subset and (2) the size of the repayment in'
the certification subset. Characterizing the optimal contract can be achieved
thanks to the following observations. First, it is easy to see that any feasi
ble contract inust include the cash-flow realization 1C =0 in the audit subset.
If this were not the case, then the entrepreneur could always claim to have
a cash flow of zero, thus avoiding an audit as well as any repayments to
.the financier. Second, it is also straightforward to see that any contract that
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minimizes expected audit costs must be such that for any cash-flow real
ization re in the audit subset, rire) =min{re, r}. This result can be seen as
follows. Suppose first that r < re. Then incentive compatibility precludes any
ra(re) > r, as we have already noted. But a contract with ra(re) < r would
involve inefficiently high audit costs. Indeed, it would be possible to raise
rire) to r without violating any incentive or wealth constraints. Doing so
would relax the financier's participation constraint by generating higher
expected repayments and thus would make it possible to slightly reduce the
audit subset (and therefore expected audit costs) without violating the par
ticipation constraint. Suppose now that re < r. Then any contract such that
rire) < re would be inefficient for the same reason. Figure 5.2 modifies the
repayment schedule of Figure 5.1 to take advantage of these observations.

The third and final observation is that any contract with a disconnected
audit subset [0, n-] u Llf, n] (with n- < E) as depicted in Figure 5.3 would be
inefficient, since then an obvious improvement is available by shifting to a
connected subset with the same probability mass (see Figure 5.4). Such a
shift would make it possible to raise r, and therefore also to raise expected
audit repayments ra(re). Once again, the higher expected repayments thus
generated would relax the participation constraint and enable a small
saving of expected audit costs.

r(1t); ra(1t)

r
~_-----: 1)/ :

/- I I I
// I I I

// I I I
7/ I I :

v I I I
I I I

1OC.- ---'I ---'-I_-'I'-- ~~1t

p(1t) = 0 p(1t) =0

Figure 5.2
Incentive-Compatible Repayment Schedule with ra (n) =min{n, r}
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Piecing all these observations together, we are able to conclude that the
uniquely optimal financial contract, which minimizes expected audit costs,
is such that (1) there is a single connected audit region ITa =[0, if], with
if < 00; (2) over this region audit repayments are raCn) = n; and (3) for cash
flows n> if, which are not audited, the repayment is r =it. The unique cutoff
it is given by the solution to the participation constraint

J: (n - K)!(n)dn+[1- F(it)]r =I

and expected audit costs are F( it)K.
In other words, the optimal financial contract is equivalent to a standard

debt contract with face value if, which also gives the creditor the right to all
"liquidation proceeds" n in the event of default. Under this interpretation
K is a fixed bankruptcy cost that must be borne to be able to obtain any
liquidation proceeds.

That standard debt contracts have the property that they minimize
expected certification or disclosure costs is an insightful and important
observation. It sheds light on another desirable property of debt contracts,
and it highlights the potential costs of mandatory-disclosure regulations that
require equal disclosure of performance whether good or bad. Interestingly,
the CSV approach highlights the benefits of more fine-tuned disclosure reg
ulations, which would call for more disclosure when performance is bad.

It is important to bear in mind, however, that the optimality of standard
debt contracts in a CSV framework only obtains under strong assumptions.
As Gale and Hellwig (1985) have shown, standard debt contracts are no
longer optimal when the entrepreneur is risk averse (see Question 19 in
Chapter 14). Similarly, when random audit policies are introduced, standard
debt is no longer optimal (see Mookherjee and Png, 1989).

Another important weakness of the CSV approach is that standard debt
contracts are optimal only if the parties can commit to the audit policy spec
ified in the contract at t =0. If they cannot commit to the audit policy, they
would not want to carry out the audit called for by the contract ex post,
since to do so would be wasteful. Indeed, if the entrepreneur expects the
audit to take place as specified in the contract, then she will always report
cash-flow realizations truthfully. But if truthful reporting is anticipated,
there is no point in carrying out the audit. Interestingly, the need for a com
mitment device could provide a justification for mandatory-disclosure rules,
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since such rules typically cannot be renegotiated by individual contracting
parties.

Finally, the result that standard debt contracts are optimal financial con
tracts does not extend to slightly richer settings, where the firm may invest
in more than one project, where the investment extends over more than
one period, or in the presence of multiple financiers (see Gale and Hellwig,
1989; Chang, 1990; Webb, 1992; Winton, 1995).

5.4 Summary and Literature Notes

The private-but-certifiable-information paradigm is very useful and rele
vant for a wide range of applications, including health, innovation, auditing,
and financial market trading. Under this variation of the adverse selection
paradigm detailed in Chapter 2, the informed party is not allowed to claim
to be of a type different from her true type: her only choice is between full
disclosure, partial disclosure, and no disclosure of the truth. Such a para
digm has generated a key result, known as the "full-disclosure theorem,"
first established by Grossman and Hart (1980), Milgrom (1981a), and
Grossman (1981), and subsequently generalized by Okuno-Fujiwara,
Postlewaite, and Suzumura (1990). This result highlights that-full disclosure
obtains in equilibrium when the following four conditions are satisfied: (1)
it is cOmmon knowledge that the informed party is indeed informed about
her type: (2) the type space is one-dimensional, and types can be ranked
monotonically in terms of payoffs of the informed party; (3) the informed
party is able to send a certified message proving that her type is not below
(resp. above) her true type; and (4) disclosure is costless. An important
implication of this result is that when the conditions for full disclosure are
met, one should not expect "privacy laws" to be very effective. Even if indi
viduals have the right not to disclose parts of their personal history or to
refuse undergoing a test, if they are likely to be drawn into disclosing this
information voluntarily, then these privacy protections do not have much
bite. To strengthen these laws one might also have to let individuals ge~

away with forging certificates. Otherwise "good types" will want to volun
tarily certify their types, thus inducing "worse types" to do so as well.

When all conditions for full disclosure are not met, voluntary disclosure
is not going to be sufficient in general to generate all relevant public infor
mation. Mandatory-disclosure rules may then be desirable. Only a few
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formal analyses of the role of mandatory-disclosure rules as a supplement
to deficient voluntary disclosure exist. Shavell (1994) and Fishman and
Hagerty (1995) identify conditions when mandatory-disclosure rules may
be desirable given that voluntary disclosure is incomplete. Interestingly,
both analyses point out that when mandatory-disclosure laws are desirable
they also tend to be difficult to enforce. One reason is that mandatory dis
closure is generally desirable in situations where the informed party can
pretend to be ignorant. But then it is much more difficult to prove that one
is uninformed (or, for example, that one does not possess a weapon).

The last section of the chapter has detailed the costly state verification
approach to optimal financial contracting. This approach focuses on a one
shot financing problem of an entrepreneur who privately observes the
return of the project while the financier observes it only at a positive cost.
Townsend (1979) and Gale and Hellwig (1985) have shown that the optimal
financing mechanism, that is, the mechanism that minimizes expected veri
fication costs, is a standard debt contract, under the following assumptions:
(1) only deterministic contracts are possible; (2) both parties are risk
neutral; and (3) the parties can commit in advance to undertaking the costly
verification policy. These papers therefore provide an alternative justifica
tion to the optimality of debt contracts to the moral-hazard-based one due
to Innes (1990), discussed in Chapter 4.



6 Multidimensional Incentive Problems

Most economic contracting problems cannot be easily reduced to pure one
dimensional adverse-selection or pure one-dimensional moral-hazard prob
lems. Either they involve multidimensional characteristics or multiple tasks,
or they combine both adverse-selection and moral-hazard features. This
chapter illustrates how the pure cases of adverse selection and moral hazard
can be extended to incorporate multidimensional aspects and how hidden
action and hidden-information considerations can be combined within a
single framework. These extensions do not involve any fundamental refor
mulation of the general theory of contracting under asymmetric informa
tion. As will become clear, most extentions can be analyzed by adapting the
methods outlined in previous chapters.

There are, obviously, many different ways of introducing multidimen
sional incentives into the standard frameworks. Indeed, many different
extensions have already been explored in the literature-far too numerous
to be all covered in this chapter. We shall explore only three of the most
important extensions. The first introduces multidimensional aspects into the
standard screening problem and the second into the standard moral-hazard
problem.The third combines adverse selection and moral hazard in a simple
way.

6.1 Adverse Selection with Multidimensional Types

The classic situation of adverse selection with multidimensional types is
the multiproduct monopoly problem. This is the problem of any seller with
some market power who sells at least two different goods. An extreme
example of a multiproduct monopoly problem is that faced by a large
supermarket or department store. A supermarket sells several thousand
different items. It can offer quantity discounts on anyone of these items
and special deals on any bundle of them. So the optimal nonlinear pricing
problem of a large supermarket is potentially very complex.

One approach to this problem might be to simply consider each good in
isolation and determine a nonlinear price for that good separately. This.
would involve only a minor conceptual extension of the basic single-product
monopoly problem. But the multiproduct monopolist may fail to maximize
profits by taking this approach. Indeed, it is easy to construct examples
where he would gain by bundling different goods together (and sell the
bundle at a different price from the sum of the component parts). We shall
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provide one example later. This bundling option cannot be analyzed
naturally as a one-dimensional screening problem; a full analysis requires
a multidimensional extension of the basic theory considered in Chapter
2. Because such an extension can be technically rather involved, we begin
by considering the simplest bundling problem, with two goods, and with
one unit of each good only. We then proceed to analyze the multiunit case.

The bundling problem of a multiproduct monopoly was first analyzed by
Adams mid Yellen (1976). They consider a monopolist selling two different
items, good 1 and good 2. The buyer's reservation values for each of the two
goods are given by (Vl,VZ) ~ 0, and the costs of production of each good are
Cl ~ 0 and Cz ~ O. The seller does not know the true reservation values and
has prior beliefs represented by the cumulative distribution functionF(Vt,Vz).

Note that this formulation excludes any complementarities in consump
tion. If such complementarities were present, there would be a natural
reason for bundling the two products together. What is more interesting
and surprising is that even in the absence of any complementarities the
seller may gain by bundling the two products.

The seller has three different pricing strategies: (1) sell each good
separately; (2) offer the two goods only as a bundle; and (3) sell either
separately or bundled. We begin our discussion with an example, due to
Adams and Yellen (1976), illustrating how the seller can benefit by selling
the two goods either bundled or separately.

6.1.1 An Example Where Bundling Is Profitable

In this example Ci =0, and the buyer may have four different characteris
tics, each with equal probability; that is, the reservation prices (vt,vz) may
take four different values given in the following table:

State of Nature Vl Vz Prob

A 90 10 1-
4

B 80 40 1-
4

C 40 80 1-
4

D 10 90 1-
4

It is easy to verify that, when selling each good separately, the seller
maximizes expected profits by setting individual prices, P1 =Pz =80. In this
case, each good is sold with probability ~, and expected profits are 80.
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When offering the bundle only ("pure bundling"), the seller maximizes
profits by setting the price of the bundle, Pb, at 100, at which it is sold with
probability 1, thereby improving upon "no bundling." Finally, selling both
separately and bundled, a strategy Adams and Yellen refer to as "mixed
bundling," the optimal prices are P1 = P2 = 90, Pb = 120. This is the optimal
strategy, since expected profits are then 105: the bundle is sold with proba
bility t, and each good is sold individually with probability t.

Having established that bundling may be profitable, the next question is,
How broad is the range of cases where bundling dominates? On the basis
of this example, as well as others, Adams and Yellen conclude that mixed
bundling tends to dominate selling each good separately whenever "the
correlation coefficient linking an individual's valuation of one good to his
valuation of the other good is not strongly positive." A more general char
acterization is given by McNee, McMillan, and Whinston (1989), hereafter
MMW.

6.1.2 When Is Bundling Optimal? A Local Analysis

Following MMW, we consider general environments where the cumulative
distribution F(VhV2) representing the prior beliefs of the seller is continu
ously differentiable with support [:!: h 17d x [:!:2' 17 2]. Also, we define Gi(Vi IVj)
[and gi(Vil Vj)] as the associated conditional cumulative distribution (and
density) functions, and Hi(Vi) [and hi(Vi)] as the associated marginal distri
bution (and density) functions for i =1,2. Following MMW, we can distin
guish between the "home bundling" case, where the buyer can "construct
her own bundle" by buying each good separately, and the case where the
seller can prevent the buyer from purchasing more than one good sepa
rately. In the first case the seller faces the constraint that Pb :::; P1 + P2•

We assume here that home bundling is possible and let (PI, P~) be the
monopoly prices under separate sales. When would the introduction of
bundling raise profits above those obtained with separate monopoly
pricing? A sufficient condition for bundling to dominate is easily obtained
by asking whether a policy of introducing a bundle at price Pb = PI + P!
and selling good 2 at the slightly higher price P2 = P! + 8 (8) 0) raises·
the seller's expected profits. Under such a bundling policy,

• All consumer types with Vl ;::: PI and V2 :::; P! would consume good 1 only.

• All consumer types with V2 ;::: P! + 8 and Vl :::; PI - 8 would consume good
2 only.
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Figure 6.1
Mixed Bundling

• All consumer types with Vl + Vz ;::: Pi' + P!, Vz ;::: P!, and Vl ;::: Pi' - e
purchase the bundle (see Figure 6.1).

Notice that the introduction of a bundle at price Pb = Pi' + P! and the
increase in price for good 2 to Pz = P! + e affect neither the purchasing
decisions of consumer types with Vl > Pi' nor the price they end up paying.
Any gain from introducing bundling must therefore be obtained from the
consumer types with Vl < Pi'. The seller's profit from these consumer types
as a function of e is

n(e) =(pi +e - Cz)(LU;t+/(Vl' vz)dvz ]dVl

+(pi +pi - Cl - cz) r
p! [rv

: * !(Vb vz)dvz] dVl
JP1 - e Jp2+Pl-Vl

For e small, this equation can be rewritten as

(6.1)



203 Static Bilateral Contracting

Intuitively, raising e above °has two effects: (1) the usual monopoly
trade-off between price and quantity, but limited to those buyers who
consider buying good 2 or no good at all, because VI < PI; and (2) an
increase in the sale of good 1, bundled with good 2, for those buyers for
whom VI is "just below" PI while Vz > P!. The second effect is positive, so
that bundling is attractive for the seller, provided the first effect is not too
negative.

It is thus a sufficient condition for bundling to be profitable that the
derivative of 11:(c) with respect to e be positive at e =0, that is, that

Cr[( f(v" v,)dvj ]dV' -(p; -c,)( f(v"p;~Vj

+(p~ -cI)f~f(P~, vz)dv2 >0

which can be rewritten as

J:1 {[1-Gz(Pi IVI)] -(Pi -Cz )gz(pi IVI )}hl(VI)dvl

+(pi -CI )[1-Gz(Pi IP!)]hl(pi) > OPT

The second term in this inequality corresponds to the area abcd in Figure
6.2. It represents the additional profit the monopolist can generate through
bundling from those consumers who without bundling would buy only good
2 but with bundling are encouraged to buy both goods (effect 2). This
term is always positive. The sign of the first term, which represents the
monopoly trade-off for buyers for whom VI < PI (effect 1), is ambiguous. It
turns out, however, that, if the reservation values are independently dis
tributed, this first term is of second order, because Pi is also the monopoly
price for buyers for whom VI < PI. It therefore vanishes, and bundling
strictly dominates. To see this result, note that, in this case, the preceding
inequality simplifies to

HI(pi){[1-H2(P!)]-(pi -cz)hz(P!)}

+(pi -cI )[1-Hz(P;)]hl (pi)>°
Since P! is the monopoly price under separate sales, we must have
[1- Hz(P!)] - (Pi - cz)hz(P!) =0, so that the inequality reduces to
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Figure 6.2
Additonal Sales through Bundling

(6.2)

This condition always holds provided that there is a positive measure of
reservation values above cost.

In sum, bundling is optimal for the multiproduct monopoly for a
large range of cases. In particular, it is optimal in the case where
the demands for the two goods by the consumer are unrelated (or
independent).

6.1.3 Optimal Bundling: A Global Analysis. in the 2 x 2 Model

From MMW's analysis we were able to identify sufficient conditions under
which bundling dominates no bundling locally. Following Armstrong and
Rochet (1999), we now provide a global analysis of the optimal bundling
problem in the special case where there are only two possible valuations
for each good: VI E {vf,vf} with ~l = vf- vf> 0, and V2 E {vr,v¥} with ~2 =

v¥ - vr> O. There are then only four possible types of consumers, (VL,VL),
(VL,VH), (VH,VL), and (VH,VH)' The seller's prior probability distribution over
the buyers' types is Pr(vi,Vj) = [3ij; i = L,H; j = L,H. We shall make the
innocuous simplifying assumption that [3LH = [3HL = [3.
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The seller's problem here is to offer a menu of contracts {Tij, xf, xn to
maximize his net expected profit, where Tij denotes the payment and xf
(resp. x~) the probability of getting good 1 (resp. good 2) for buyer type
(Vi,Vj)' The seller's expected profit is then

1C= Lf3ij(Tij -X¥CI-XgCZ)
ij

and the buyer's net surplus (or informational rent) is

A more convenient expression for the seller's expected profit is

1C =S(x) - L f3ijRij
ij

where

S(x) = Lf3ij[X¥eV{ -Cl)+Xg(V~ -cz)]
ij

denotes the expected social surplus.
The constraints faced by the seller are, as usual, incentive~compatibility

(IC) and individual-rationality (IR) constraints. As in the one-dimensional
problem, the individual-rationality constraint RLL ~ 0 and the incentive com
patibility constraints imply that the other individual-rationality constraints
are satisfied. As for the set of incentive constraints, it can be written as

Rij ~ Rkl + Xlkl(vf - vn + Xfl(v4 - vi) for all ij and kl

As in the one-dimensional problem, incentive compatibility implies
monotonicity conditions for the sale probabilities xf and xt:

In words, incentive compatibility requires that for either good the
probability of getting it is (weakly) increasing with the buyer's valuation of .
that good. If these conditions do not hold, truthful revelation of types
cannot be hoped for.

In the one-dimensional problem, whether we have two or more types, all
incentive constraints except the downward adjacent ones can be ignored
when the buyer's preferences have the single.,.crossing property and the
monotonicity conditions hold (see Chapter 2). Unfortunately, this useful
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property does not extend to the multidimensional problem. Nevertheless, we
shall begin by characterizing the solution to the seller's "relaxed problem,"
where only the downward incentive constraints, the monotonicity conditions,
and the individual-rationality constraint for type LL are imposed. We then
identify situations where the solution to the relaxed problem is the solution
to the seller's problem. Finally, we characterize the solution to the seller's
problem in situations where the relaxed problem is not valid.

In our twordimensional problem, the downward incentive constraints are

R HL ;::: R LL + XFLL).l

R LH ;::: RLL + XfLL).2

RHH ;:::max{RLH +X1LHL).1,RHL + XfLL).2 , R LL +XFLL).l +XfLL).2}

Given that the individual rationality constraint binds at the optimum for
the relaxed problem (RLL =0), these incentive constraints can be simplified
to

R HL ;:::X1LLL).1

R LH ;:::XfLL).2

RHH ;:::xlLL).l +XfLL).2 +max{(xFH-XFL)L).b(xfL -XfL)L).2'0}

The seller's relaxed problem thus takes the form

subject to

R HL =xlLL).l

RLH = XfLL).2

It is immediately apparent from this problem that the optimal contract
for type (VH,VH) takes the form: xfH = x!fH = 1, since lowering these
probabilities of getting the goods would not relax any incentive constraint.
In other words, there is no distortion of the consumption allocation for the
highest type, just as in the one-dimensional problem. As we shall see, while
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thls result is true generally in the one-dimensional problem, it holds for the
relaxed problem only in the multidimensional case.

To characterize the optimal contracts for the other types, there are dif
ferent cases to consider, depending on which of the downward incentive
constraints for type (VH,VH) is binding. One case corresponds to a situation
with no bundling and the others to (partial) bundling:

1. No bundling: The case with no bundling is that where xfL 2 xtH
,

X~L 2 4 L
, so that the relevant incentive constraint for type (VH,VH) is

RHH = XfL A1 +xfLA2

This is a situation with no bundling in that the probability of getting object
i is not increasing in the valuation for object j (XfL 2 xTH

). As our previous
discussion indicates, bundling the two objects affects the buyer's choice of
consumption only when she has a low valuation for one object and a high
valuation for the otherdn this case the buyer might want to buy only the
high-value object if given a choice, but bundling forces her to buy both
objects. Thus (partial) bundling is formally equivalent to raising the prob
ability of selling object i when the value for object j is higher.

Substituting for the Ri/s in the seller's objective functioIl, the relaxed
problem in the case of no bundling reduces to -

L f3 [ ii( i ) ii( i )] f3 [ LL A LL A ]max{ ij ij } __ ij Xl V1 -C1 +x2 V2 -C2 - H Xl til +X2 ti2
Xl ,Xi IJ

subject to

~2~,~2~,~2~,~2~,~

XfL 2 XfH, XfL 2 XfL

where f3H = f3HH + f3 denotes the marginal probability that the buyer's value
for (either) one of the objects is high.

2. Bundling: When the relevant downward constraint for type (VH,VH) is
either

or
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there is some form of bundling, since then either x!!L ~ XfL or xfH ~ XfL or
both, so that the probability of getting good i is increasing in the valuation
for good j. Substituting for the Rij in the seller's objective function, we
obtain the reduced problem:

max{ ij ij }" .. f3 ij[x¥(vi -C1)+X1(V~ -C2)]-f3H[xfLL\.1 +xfLL\.2]
Xl'X2 £.il}

- f3HH max{(xJ!L -XfL)L\.2,(xfH -XfL)L\.r}
;

subject to

~~~l~~~'~~~'~~~'~
XfL ::;; XfH , XfL::;; XfH

6.1.3.1 Optimal Contract in the Symmetric Model

To proceed further, it is helpful to begin by imposing symmetry: L\.1 = L\.2 ==
L\., C1 = C2 == c, and vi = v~ == Vi for i = L, H. The optimal contract is then also
symmetric and simplifies to {xHH,~L, xHL, ~H}, where xHH== XffH, ~L == XfL
for k =1,2, while xHL == XflL = XfH (the probability of getting a good for
which one has announced a high valuation while one has announced a low
valuation for the other good), and similarly ~H == XfH =XJ!L (the probabil
ity of getting a good for which one has announced a low valuation while
one has announced a high valuation for the other good). In this case, the
incentive constraint

becomes

RHH = 2XLL L\. + max{(xLH - XLL )L\., o}

so that the relaxed problem can be rewritten as

max{xij } 2[(f3HH~HH + f3x HL )(VH-c)+(f3xLH + f3LLx LL )(VL-c)]

-[2f3xLL + f3HH(2x LL +max{(xLH _XLL),O}] L\.

subject to

Note that, in this program, it is suboptimal to set XLH < xLL: if this were
to happen, the coefficient of~H in the seller's objective function would be
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positive and would lead to xLH = 1, a contradiction. The relaxed problem is
thus

max{xij} 2[(,BHHXHH + ,BxHL)(VH ~C)+(,BxLH + ,BLLxLL )(vL -c)]

-[(2,B + ,BHH )XLL + ,BHHXLH ] L\

subject to

What is more, when the condition xHL ;;::: ~H is satisfied, it can be shown
that the solution to the relaxed symmetric problem is actually the solution
to the seller's optimal contracting problem.! To find this solution, all we
need to determine is the sign of the coefficients of the xii:

• As is intuitive, the coefficients of xHH and xHL always have a positive sign,
so that it is optimal for the seller to set xHH =xHL =1.

• The coefficient of xLHis 2,B(vL - c) - ,BHHL\; therefore, if

L\ ,B
-L--;;:::2--
v -c ,BHH

then it is optimal for the seller to minimize xLH and to set xLH =xLL
• If the

opposite inequality holds, then the seller sets xLH =xHH =1.

• The coefficient of XLL is 2,BLL(VL - c) - (2,B + ,BHH)L\; therefore, the seller
wants to minimize xLL =xLH if

_L\_> 2,BLL =2~
vL -c - 2,B+,BHH 1-,BLL

Note that this inequality is implied by inequality (6.3) whenever

~<L
1- ,BLL ,BHH

(6.4)

1. This result can be shown as follows: first, the fact that, in the relaxed problem, four down
ward incentive constraints (for types HL and LH with respect to type LL, and for type HH
with respect to types HL and LH) are binding plus monotonicity (xHH~ ;l-H, xHL~ ;l-L) implies
that the five upward incentive constraints are satisfied. Second, the fact that xHL ~;l-H ensures
that the last two constraints, involving types HL and LH, are also satisfied given that the down
ward and upward constraints are.
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We thus have five cases: (i) when conditions (6.3) and (6.4) hold,it is optimal
for the seller to set X

LL =xLH =O. If, on the other hand, (ii)

2L>~>2~
f3HH -vL-,-c- 1-f3LL

holds, then the seller sets xLL =0 and xLH = xHH =1, while if (iii)

2~>2; f3LL >_/).._
f3HH - 1- f3LL - v L - c

holds, then X
LL =xLH =xHH =1. Finally, when condition (6.4) does not hold,

then (iv) the seller's solution is given by xLL =XLH =xHH =1 if

f3L >_/).._
f3 - vL-c

and (v) xLL = xLH = 0 otherwise.

To summarize, the key result in the symmetric model is the optimality for
the seller to have pure bundling, where xLL = 0 and X LH = xHL = xHH = 1,
when the buyer's valuations are not too positively correlated and when the
informational rents are sufficiently high that it pays the seller to exclude
type (VL,VL) but not so high that it is best to serve all other types. Indeed,
the condition on valuations is condition (6.4) or, equivalently (remember
ing that f3i = f3ii + f3 and that f3HH + 2f3 + f3LL =1),

f3LLf3HH - f32 < f3H

f3Lf3H 1- f3

The LHS of this inequality is the correlation coefficient linking the buyer's
valuations for the two items. This inequality is always satisfied when the
valuations are independent, since the RHS is always positive. This analysis
thus confirms Adams and Yellen's intuition that bundling is an efficient
screening device whenever "the correlation coefficient linking an individ
ual's valuation of one good to his valuation of the other good is not strongly
positive."

The other cases that we have detailed, where either XLL =xLH =xHL =xHH

=1 or xLL = X
LH = 0 and XHL = xHH =1, unfortunately are ambiguous, as they

can be interpreted either as independent sales or as bundling. This is a
limitation of the special setting with only two possible valuations for each
item. The advantage of this simple formulation, however, is that it high-
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lights exactly when and how the methodology for one-dimensional
screening problems extends to multidimensional problems.

6.1.3.2 Optimal Contract in the Asymmetric Model

In the asymmetric problem where, without loss of generality, ~l > ~z, the
solution is similar to that in the symmetric problem whenever only down
ward incentive constraints are binding at the optimum. The only slight
analytical complication is that now three different regions [depending on
which downward incentive constraint for type (VH,VH) is binding] must be
considered. Also, an interesting conceptual difference is that now the
optimal menu of contracts may involve random allocations. To see this
possibility, consider the example where there are only two equally likely
types of buyers, buyer A with valuations (Vl,Vz) = (1,2) and buyer B with
(Vl,Vz) = (3,1). Suppose moreover that the seller's costs are Cl = Cz = O.
Calling Pi the price of the bundle chosen in equilibrium by buyer type i, the
seller's optimum is the result of

max O.5PA +O.5PB

such that

and

3xf +xf -PB ~max{0,3xt +xt -PA}

Indeed, it can be checked that the relevant constraints concern participa
tion by buyer type A as well as both participation and incentive compati
bility for buyer type B. The result is that x1 =~=1 (no distortion at the
top), as well as x1 =1 (since buyer A's valuation for good 2 is higher than
buyer B's, lowering x1 below its efficient level only hurts incentive com
patibility). The seller's problem thus becomes

max O.5PA +O.5PB

such that

xt +2-PA =0

and
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or

max 0.5{xt+2}+0.5{4-max[0,2xt -1]}

It is then optimal for the seller to set 0 = 2x{- 1 or x{ = 0.5. To summarize,
the optimum implies giving both items for sure to type B and giving object
2 for sure but object 1 only with probability 0.5 to type A.

In general, in the asymmetric problem, other incentive constraints
besides do~nward incentive constraints may be binding at the optimum. In
that case the relaxed problem considered so far is no longer relevant. More
precisely, when the buyer's valuations for the two items are negatively cor
related and when Lll is sufficiently larger than Llz, then some upward incen
tive constraints may be binding. In that case the optimal contract may
distort the consumption allocation of the highest type (VH,VH)' It thus
appears that even the most robust result of the one-dimensional problem
no distortion at the top-does not survive in the multidimensional problem.
However, even if the main conclusions of the one-dimensional problem do
not extend in general to the multidimensional setting, the main method
ological principles developed for the one-dimensional problem carry over
to the more general setting.

6.1.4 Global Analysis for the General Model

The analysis for the 2 x 2 model seems to suggest that outside the sym
metric model few general insights emerge about the multidimensional
screening problem. It would thus seem that even less can be said in any gen
erality about the general model with more than two items and a continuum
of valuations. There is ground for optimism, however, for at least three
reasons. First, a complete characterization of the general problem has been
obtained by Armstrong (1996) and Rochet and Chone (1998). Second, as
shown by Armstrong (1996), in the two-dimensional problem with a con
tinuum of valuations a general insight emerges concerning the optimality
of exclusion of the lowest valuation types. Third, as Armstrong (1999) has
shown, when the number of items is large and the valuations for each item
are independently distributed, the optimal contract can be approximated
by a simple two-part tariff. We shall not attempt to provide the characteri
zation of the general problem. We shall limit ourselves here to illustrating
the latter two points.
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6.1.4.1 The Optimality of Exclusion

To understand this result derived by Armstrong (1996), consider the
problem with two items where Vi is uniformly distributed on the interval
[8,8 + 1], i =1,2, and suppose that Ci =O. Let Pi denote the price of item i
and Pb the price of the bundle. Since the problem is symmetric, consider
the symmetric contract {P1 = Pz = P,Pb}. The local analysis of MMW sug
gests that when valuations are independent, some bundling is optimal, so
that 2P> Pb. We shall solve here for the optimal prices p* and Pi and show
that in the two-dimensional problem it is always optimal to exclude the
lowest valuations, while in the one-dimensional case all consumer types are
served when 8;::: 1.

Under mixed bundling, 8 + 1 ;::: P ;::: 8 and Pb ;::: P + 8. Then all types with
Vz ;::: P and V1 :::; Pb- P consume only item 2; region 8 z in Figure 6.3 represents
all those types. Similarly, all types with V1 ;::: P and Vz :::; Pb- P consume only
item 1; region 8 1 in Figure 6.3 represents all those types. All types in region
8 bpurchase the bundle and have valuations V1 + Vz ;::: Pb' Finally, all types in
region 8 0 are excluded. In this case, the seller's expected revenue from
selling individual items is 2P(8+ 1-P)(Pb- P - 8), and ~s expected revenue
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Figure 6.3
Exclusion under Mixed Bundling
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from the bundle is Pb(8+ 1-P)(8+ 1+P - Pb)+f Pb(2P - Pb)C28 +2-Pb), so
that his profit is given by

2PC8+1-P)CPb-P-8)

+Pb[C8+ 1-P)(8+ 1+P -Pb)+~C2P - Pb)(28+2 -Pb)]

Under pure bundling P 2 Pb - 8, and for 28 + 1 2 Pb 228 the seller's
expected profits are given by

Pb[1-~CPb -28/]

The seller's expected profit function is thus piecewise cubic in (P,Pb) and
nonconcave. Solving the seller's unconstrained maximization problem, one
obtains the result that pure bundling is optimal when 8 > 0 and the solu
tion is given by

The fraction of types excluded from consumption is then

1.-("",,482 +6 -28/
18

This fraction is decreasing in 8, but it is strictly positive for all 8> 1. In con
trast, in the one-dimensional problem there is no exclusion for all 821. The
intuition for this result is that by lowering Pb by E the seller loses revenue E

from all those types that were already prepared to purchase the bundle and
gains Pb - Efrom at most a fraction e2 ofnew consumers.Thus, at Pb =8, where
no types are excluded, a small increase in price has a negligible effect on
demand but a first-order effect on revenues. It is for this reason that some
exclusion is always optimal in the two-dimensional problem. In the one
dimensional problem, in contrast, the fraction of new consumers is of order E.

6.1.4.2 Approximating the Optimal Contract with a Two-Part Tariff

Extending the 2 x 2 model in a different direction, Armstrong (1999) shows
that when the dimensionality of the seller's problem becomes large, the
optimal contract can be approximated by a simple two-part tariff

Consider the seller's problem when he can produce n > 2 items at a cost
Ci 2 0 for item i. The buyer's utijity function is now
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where Xi E [0,1] is the probability of getting good i, v = (VI, . .. , vn) is
the buyer's type, and T is the payment from the buyer to the seller. Let
G(v) denote the seller's prior distribution over buyer types. The seller's
optimal contracting problem then is to choose a payment schedule T(x) =
T(XI, ... , xn) to solve

max E{T[x(v)] - 2::1 CiXi}

subject to

xCv) Earg maXXi 2:;=1Vi Xi - T(x)

2:;=1ViXi(V) - T[x(v)];:::°
For some distributions of buyer types G(v)-in particular, when the

valuations for the different items Vi are independently distributed-it is
possible to approximate the optimal contract with a two-part tariff P(x) =
F + Lf=1CjXi when n -7 00.

To see this possibility, let S(v) denote the first-best social surplus obtained
when the seller and the type-v buyer trade with each other,ahd let /1 and
d denote the mean and variance of S(v). The seller's first-best expected
profit is then equal to /1, and his second-best expected profits are necessar
ily such that 1fB :::; /1.

If the seller offers a two-part tariff P(x) = F + L~1CiXi' then a type-v buyer
accepts this contract if and only ifS(v) ;::: F. Conditional on the buyer accept
ing the contract, the seller obtains a profit of F. Let rt denote the maximum
profit from the two-part tariff obtained by optimizing over F. If the seller
sets F =(1 - e)/1, then

7C P
;::: (1-'- e)/1 Pr{S(v);::: (l-e)/1}

;::: (l-e)/1 (l-Pr{lS(v)- /11 ;:::e/1})

But from Chebyshev's inequality,

(J"2

Pr{IS(v)- /11 ;:::8}:::;82

so that
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or

~p~+-~(:r]
for 6 =[2(a2/ J!2)]1/3 (while Ids a positive constant). Consequently,

reP ~1-K"( (J )2/3
re SB . J!

i

so that the difference in profit between the optimal second-best contract
and the optimal two-part tariff P(x) is decreasing in a/J! and vanishes when
a/J! tends to O.

If the valuations for the individual items are independently distributed,
and if we call J!i and ai the mean and variance of Si(Vi), the first-best social
surplus on item i for buyer type v, we have

J! =tJ!i and a
2 =tal

i=1 i=1

Substituting in the preceding inequality, one then obtains

re~ ~1_K"(~)2/3~1_K"(j)2/3~
re Li=1 J!i !!:. v;;,
where (j =maxi{ai} and J! =mini{,lli}.

Letting n ---? 00, one observes that the optimal two-part tariff contract
P(x) is approximately optimal when the seller has many items for sale
(like a department store) and the buyer's valuations for these items are
independently distributed. This is a rather striking result indicating
that in complex environments simple contracts may be approximately
optimal, a theme that will be illustrated again in Part IV, this time in the
context of dynamic incomplete contracting. Note finally that this result is
by no means dependent on the independence assumption: Armstrong
(1999) shows that a similar result holds when valuations are correlated and
when the seller can offer a menu of two-part tariffs.

6.2 Moral Hazard with Multiple Tasks

The classical moral hazard problem analyzed in Chapter 4 captures a fun
damental aspect of contracting under uncertainty and hidden actions. It

~ .
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highlights the basic trade-off between risk sharing and incentives, and it
reveals the importance of the likelihood ratio in estimating the agent's
action choice and, thus, determining the shape of the optimal contract. Yet
beyond these insights the general theory. has limited practical interest unless
more structure is imposed on the problem 'under consideration. Also, the
general problem is too abstract to be able to capture the main features of
an actual bilateral contracting problem with moral hazard. Specifically, in
most real-world contracting problems, the agent's action set is considerably
richer than the theory describes, and the variables the contract can be con
ditioned on are much harder to specify precisely in a contract or to observe.

To mention just one example, a CEO's job involves many dimensions and
cannot adequately be reduced to a simple problem of effort choice. CEOs
do not make only investment, production, and pricing decisions. They are
also responsible for hiring other managers and employees, and for deter
mining the overall strategy of the firm and the managerial structure inside
the firm. They layout long-term financial objectives and merger and acqui
sition plans, and they continually interact with the largest clients and
investors. To capture the CEO's compensation problem, the classical prin
cipal-agent problem needs to be modified in a number of dimensions. At
the very least her action set must include the range of different tasks he is
responsible for, performance measures must be multidimensional, and the
time dimension must be incorporated into the basic problem. In this sub
section we shall mainly be concerned with the problem of multiple tasks
and objectives. The time dimension is explored systematically in Part III.

When an agent is responsible for several tasks, the basic contracting
problem can no longer be reduced to a simple trade-off between risk
sharing and incentives. Now the principal must also worry about how incen
tives to undertake one task affect the agent's incentives to undertake other
tasks. When a company's remuneration committee decides to tie the CEO's
compensation to the firm's profit and stock price, it must consider how
such a compensation package affects the CEO's various tasks that are not
directly or immediately related to profit or stock price, such as employment
and promotion decisions; mergers, acquisitions, ~nd other forms of restruc
turings; and so on.

The same types of considerations arise in other job contexts. For example,
with the hotly debated issue of incentive pay for teachers, and the pro
posal of linking teachers' pay to pupil performance in those standardized
(multiple-choice) tests that are used for college admissions. The advantage
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of these tests is that they provide an independent measure of performance;
their disadvantage is that they measure only part of what teachers are
meant to teach to their pupils. If the rest (e.g., ability to write, to argue,
to philosophize, to behave properly in the world) is not measured, there is
a definite risk that incentive pay based on standardized tests would induce
teachers to focus excessively on these tests and to neglect the other com
ponents of education.

At first sig.p.t it may appear that, as a result of enriching the agent's action
set, the principal-agent problem is more intractable, and even less can be
said about this problem in any generality than about the single-task
problem. This is actually not the case. A moment's thought reveals that
in fact the classic principal-agent problem considered in Chapter 4 is a
general multitask problem, when the agent's action is defined to be a given
probability distribution over outcomes rather than effort. Then, providing
incentives to achieve a particular outcome may also be seen as affecting the
agent's incentives to obtain other outcomes. Seen from this perspective, the
main weakness of the classic problem is its excessive generality, and, indeed,
the multitask principal-agent problems considered in the literature provide
results beyond the classical ones precisely because they impose more struc
ture on the classical problem. Thus the multitask principal-agent problem
considered in Holmstrom and Milgrom (1991) focuses on the linear
contract, normal-noise, CARA-preferences model discussed in Chapter 4,
and makes assumptions about the interconnection of the agent's different
tasks in order to obtain predictions about high- or low-powered incentive
schemes, job design, and various other employment practices in organiza
tions. As we shall see, this approach is based on the competition between
tasks that arises from the effort-cost function.

6.2.1 Multiple Tasks and Effort Substitution

The basic setup considered by Holmstrom and Milgrom is as follows: The
agent undertakes at least two tasks at (i =1, ... , n; n ~ 2), each task pro
ducing some measurable output qt, where qt =at + Ct. The random compo
nent of output Ct is assumed to be normally distributed with mean zero and
variance-covariance matrix

(
O't O'ni]

L= \
O'in '" 0';
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where CJT denotes the variance of Ci, and (Jjj is the covariance of Ci and Cj'

The agent has constant absolute risk aversion, and her ,preferences are
represented by the utility function

where 1] is the coefficient of absolute risk aversion (1] = -u"/u') , and
1j!(al, ... ,an) is the agent's private cost of choosing actions (al, ... ,an)' The
principal is risk neutral and offers linear incentive contracts to the agent.

Within this setup, Holmstrom and Milgrom explore how the incentive
contract varies with the shape of the cost function 1j!(al, . .. ,an), in particu
lar how the choice of action level for one task affects the marginal cost of
undertaking other tasks. They also ask how the incentive contract based on
the subset of observable outputs qi is affected by the no:p.observability of
the outputs of other tasks. This somewhat abstract line of questioning turns
out to be pertinent for many employment situations in organizations, as
the following example· studied by Anderson and Schmittlein (1984) and
Anderson (1985) illustrates.

The subject of these authors' study is employment contracts and job
descriptions of salespeople in the electronic-components industry. The mul
tiple activities of an individual salesperson in this industry can be classified
into three categories of tasks: (1) selling the products of a manufacturer; (2)
finding new customers; and (3) possibly selling the products of other manu
facturers. In principle, these tasks could be undertaken as well by independ
ent salespeople as by employees of a given manufacturer, but Anderson and
Schmittlein find that in this industry most salespeople are employees rather
than independent contractors. This observation is explained by Holmstrom
and Milgrom as the efficient contractual outcome of a multitask principal
agent problem where the different tasks of the agent are substitutes and the
outputs of some of the activities are not observable (or measurable).

More precisely, let al represent selling activities for the principal, az finding
new customers, and a3 selling on behalf of another manufacturer. Suppose in
addition that the principal can observe only ql, the volume of sales of its own
components. Then, Holmstrom and Milgrom argue that if the principal is
mostly concerned about the volume of sales ql, it may be efficient to prevent
the salesman from selling for other manufacturers. This purpose can be
achieved by hiring the salesperson as an employee rather than an outside
contractor who is free to choose how to organize his worktime.They explain:
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Incentives for a task can be provided in two ways: either the task itself can be
rewarded or the marginal opportunity cost for a task can be lowered by removing
or reducing the incentives on competing tasks. Constraints are substitutes for
performance incentives and are extensively used when it is hard to assess the
performance of the agent. (Holmstrom and Milgrom, 1991, p. 27)

Thus, by imposing more structure on the classical principal-agent
problem, the scope of incentive theory can be broadened to include aspects
of incentive;design (such as job description) other than simply the design of
compensation contracts. We shall illustrate the core idea in Holmstrom
and Milgrom's work by considering the simplest possible setting where
the agent can undertake only two tasks (n = 2) whose outputs are
independently distributed (Oiz = 0) and where the cost function takes the
simple quadratic form ljI(al' az) = t(clar +czai) +OalaZ, with 0 ~ 8 ~ -JCICZ .
When 8 =0, the two efforts are technologically independent, while when
8 = -JClCz , they are "perfect substitutes," with no economies of scope
between them. Whenever 8c. 0, raising effort on one task raises the marginal
cost of effort on the other task, the so-called effort substitution problem.

With two observable outputs, the principal offers an incentive contract:

to the agent. Under this contract the agent's certainty equivalent compen
sation is given by (see Chapter 4 for a definition and derivation)

The agent chooses ai to maximize this certainty equivalent compensation.
The first-order conditions of the agent's problem equate the marginal return
from effort and its marginal cost of effort:

for i = 1, 2, j = 2, 1. As in Chapter 4, this problem is simplified by the fact
that the agent does not control the riskiness of her compensation, only its
mean. With effort substitution, however, one has to take into account the
fact that the marginal cost of effort on one task depends on the effort
exerted on the other task. The unique solution to the agent's problem is
given by
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In the folloWing discussion we assume away comer solutions and focus on
interior solutions, ai > 0, which implies in particular 8 < .JClCz : under perfect
substitutability, the agent would perform only a single task, the one with
the higher return, since she faces a single marginal cost of effort,

The principal's problem is then to choose It; Sl; Sz} to solve

max al(l- Sl)+az(l- sz)-t

subject to

(Ie)

(IR)

At the optimum, the (IR) constraint is binding, so that we can substitute
for t and (ah az) to obtain the unconstrained problem:

(
SlCZ -8sz +SZCl -8S1) 1] ( z z z Z)

mu z --~~+~~
Sl,SZ C1CZ -8 2

z z
_!Cl(SlCZ -8S

z
z ) _!CZ(S2Cl-8~1) _8(SlCZ -8S;)(SZC1~_8s;)

2 C1CZ -8 2 CZCl -8 C1CZ -8 CZCl -8

The first-order conditions for this unconstrained problem yield

Cz -8+8sz

and

so that the solution is given by

* 1+ (cz - 8)1](Ji
Sl =1 z z z z Z( ~Z)+1]cz(Jz +1]Cl(Jl +1] (Jl(JZ C1CZ-U

and
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Once again, let us focus here on interior solutions for the sf's. It is instruc
tive to compare this solution to the one obtained when the two tasks are
technologically independent and 8 = O. In that case, the first-order condi
tions for the agent's problem reduce to ai =S/Ci' and the optimal incentive
contract for each task is the same as in the single-task problem considered
in Chapter 4,

1.

Thus, in the degenerate case of technological independence between tasks,
optimal incentives for each task can be determined directly from the stan
dard trade-off between risk sharing and incentives. This is no longer the
case when tasks are substitutes.

Using the formulas for sf we can indeed determine how the optimal
(linear) incentive contract varies with the quality of output measures for
each task. Assume, for example, that the measurability of task 2 worsens,
that is, <fz increases. Then, as is intuitive, sI goes down. But what is more
interesting is that sl also goes down. Indeed, the sign of the partial deriva
tive of sl with respect to di is the sign of b17[17<JI(8 - Cl) - 1Vwhich is
negative since it has the sign opposite to that of sI, which is positive. The
key observation of this multitask approach is thus the complementarity
between the sf's in the presence of effort-substitution problems.

Holmstrom and Milgrom push this logic to the limit and point out that, when
the principal essentially cares about the task with unobservable output (task
i with cr7 -7 00), then it may be best to give no incentives at all to the agent.
FollowingWilliamson, they define such a situation as one with "low-powered
incentives." This is easiest to understand if we think of ai = 0 as a normaliza
tion rather than a "true corner solution." It is indeed often natural to expect
the agent, if she likes her job at all, to exert some effort even in the absence
of any financial incentive (the effort choice of the agent will thus equate her
marginal nonfinancial benefit with her marginal cost). In those situations,
because of the effort-substitution problem, any incentives based on the
observable output qj may actually be counterproductive, since it will induce
the agent to divert effort away from the task i valued by the principal.

2. Indeed, starting from the expression of st, the sign of its partial derivative with respect to
O"~ is the sign of (C2 - 0)11[1 + 11C20"~ + 11clO"1 + VO"1O"~(clC2 - 02)] - [1 + (C2 - 0)11O"m11c2 +
112<Ji(C1C2 - 02)], which is equal to 01][110"1(0 - Cl) -1].
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Another observation from this approach concerns the case where the
principal may not be able to control all the dimensions of the incentive
scheme. In the preceding analysis we assumed that both s')"s were controlled
by the principal. In reality, this may not be the case: for example, task 2 may
refer to "outside work" that the agent could engage in. Then, clearly, if the
market starts valuing such work more highly, so that s~ rises, the agent will
divert effort away from task 1.To avoid this outcome, the principal will have
to either raise s1 or prevent the agent from engaging in outside work (while
compensating her so as to keep satisfying her participation constraint).

6.2.2 Confficting Tasks and Advoc~cy

In the Holmstrom-Milgrom model that we just discussed, multitask prob
lems arise because of the effort-substitution problem, that is, the fact that
raising effort on one task raises the marginal cost of effort on the other
tasks. In the absence of such an effect, we are back to the moral hazard
problem of Chapter 4, where incentives on each task can be derived inde
pendently if individual outputs are independently distributed. This is not
true anymore if there is a direct conflict between tasks. Think, for example,3
about an agent/salesperson who has to try to sell two products made by a
given principal/manufacturer, products 1 and 2, which are imperfect sub
stitutes. For simplicity, assume that the level of sales on product i is qi E to,
1}, and the q/s are distributed independently with

Pr(qi =1) ~ a + pai - raj for i =1, 2, j =2, 1

Effort to promote product i is denoted by ai E to, 1}. One unit of promo
tion effort on any given product costs an agent If/> 0. Effort raises the prob
ability of sale on the given product by p, but this comes partly at the expense
of lowering the sale probability for the other product by Yo We assume that
expending effort to promote both products is efficient in that p - r> lfI.

We have explicitly ruled out here the effort-substitution problem stressed
by Holmstrom and Milgrom, oy assuming that the marginal cost of pro
motion effort ai is independent of the level of aj. The direct conflict between
tasks, however, can make it expensive to indy.ce al = a2 = 1 by a single
agent. Indeed, assume agents are risk neutral but resource constrained;
namely, their payoff equals their wage w minus their effort cost, and
wages cannot be negative. If both products have to be prop:lOted by

3. This example is based on Dewatripont and Trrole (2003).
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a single agent, the principal can offer her a wage that is contingent on
both q/s, that is, a schedule Wij' Given the symmetry of the problem, we have
WlO =WOl, which we denote by WI. Moreover, the principal clearly wants to
set Woo equal to zero. Defining <p = a + p - y, the problem of the principal is
thus

min 9'2Wll + 29'(1- 9')WI
Wl,Wll

such that

9'2Wll +29'(1- 9')WI - 21j1 'C.

(9' +r)(9' - P)Wll + [(9'+Y) +(9' - p) - 2(9'+Y)(9' - P)]WI -1jI

and

9'2Wll + 29'(1- tp)WI - 21j1 'C. a2wll + 2a(1- a)wI

These two incentive constraints state respectively that the agent has to
prefer exerting two efforts to exerting one or zero. It turns out that the
optimal incentive scheme has WI = 0,4 and that the binding incentive con
straint is the second one,5 which reduces to

9'2Wll - 21j1 'C. a2wll

4. Assume this is not the case, Then the LHS of the two incentive constraints is unchanged
if we make the following change in the compensation schedule:

LlWl =--qJ--LlWll < 0
2(1-qJ)

Straightforward calculations show that this relaxes the RHS of both incentive constraints, and
therefore allows us to improve the maximand by lowering expected compensation. This can
be done until we reach Wl =O.

5. When Wl =0, and using the fact that cp =a + p - y, the two constraints can be rewritten as

and

p2+r2+2ap-2ar-2pr~21f1
Wll

Since Pz + r2 > 0, the second constraint implies the first.



225 Static Bilateral Contracting

At the optimum, we therefore have .

2lJ1
Wll = 2 2

qJ -a

This leaves the agent with a rent equal to tTWll or

Let us compare this outcome to the case where the principal hires two
agents and asks each of them to promote one product. Assume that the
principal offers each agent an incentive scheme and, if they both accept,
they playa Nash equilibrium in effort choices. Once again, each agent's
incentive scheme can be contingent on both q/s. We can concentrate on a
single agent, and by symmetry the other agent will receive the same incen
tive scheme. Clearly, the agent's wage will be positive only when she is suc
cessful in selling her own product. Once again, we thus have to determine
Wll and WIO' The cost-minimizing incentive scheme that induces al =a2 =1
is given by

such that -

Since each agent undertakes only one task, there is only a single incentive
constraint. Not exerting effort given that the other agent exerts effort
lowers one's success probability from <p to <p - p and raises the other agent's
success probability from <p to <p + r. The result is that the optimal incentive
scheme has WlO > 0 but Wll = 0:6 intuitively, the failure of the other agent is

6. Assume this is not the case. Then the LHS of the incentive constraint is unchanged if we
make the following change in the compensation schedule: . -

l-cp
AWn =---AWlO < 0

cp

This relaxes the RHS of the incentive constraint, and therefore allows us to improve the
maximand by lowering expected compensation. This can be done until we reach Wn =O.
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rewarded because it is itself an indication that the agent has exerted high
effort. The optimum is therefore

____~lfI _
WlO =qJ(l-qJ)-(qJ-p)(l-qJ-r)

1b.is leaves each agent with a rent equal to

(qJ - p)(l-qJ-r)
-qJ-(l---'-qJ)--~(qJ---p--'-)(-l-'-- qJ---r-) lfI

Inorder to determine whether it is better to hire one or two agents,we have
to compare the total rents they obtain. Remembering that <p = a + p - y, the
rents left to one and two agents are, respectively,

2 2 lfI
(a+p-r) -a

and

(a-r)(l-a-p)
-(a-+-p---r-)-(l---a---'-p-+-r-)--(""";'a---r-)(-l--a---p)2lf1

Straightforward computations indicate that hiring a single agent is the
better solution if and only if

2
(a+p-r)2 (a+p-r)(l-a-p+r) 1

2 > « +a a-r) l-a-p)

The LHS of this condition decreases in y, which measures the intensity of
conflict between tasks. Its RHS is increasing in y.7 For r = 0, the LHS is

7. Indeed, the sign of the derivative of the RHS is the sign of

(a -y)(l-a- p)[2(a+ p-y)-l]+(a+p-y)[l-a - p+y](l-a - p)

or the sign of

2(a-y)(a+p -y)+p[l-a- P+Y]

which is positive.
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bigger, so hiring a single agent is optimal.8 How~ver, for rtending to a, the
RHS tends to +00, and hiring two agents is optimal.

To sum up, we have considered a setting where, without any conflict
between tasks, multitasking is beneficial for the principal, who prefers to
hire a single agent to undertake both tasks rather than hiring one agent per
task. However, introducing conflicts between tasks can change the result
because, intuitively, agents take away rents from one another by exerting
effort. In the limiting case where r tends to a, the agent obtains no com
pensation whatsoever without exerting effort if the other agent does. This
effect is not present with a single agent, who can coordinate her effort
choices (it is for this reason that the binding incentive constraint is the one
where he considers not exerting any effort at all).

Direct conflicts between tasks have been considered by Dewatripont and
Tirole (1999) in a model where a principal has to hire one or two agents to
search· for information about the pros and cons of a decision under con
sideration by the principal. They assume that agents cannot be rewarded
directly on the basis of the amount of information generated but only on
the decision taken, which is itself positively related to the amount of "posi
tive" information and negatively related to the amount of "negative" infor
mation. Therefore, there is a direct conflict between the task~'searchingfor
positive information" and the task "searching for negative information,"
and thus it may be optimal for the principal to hire two agents, one being
asked to look for positive information and the other one for negative
information, and to endow them with incentive schemes where they are
"advocates," respectively, for and against the decision that is being consid
ered. A natural example of this setting is the judicial system, whose goal is
to have decisions made by judges-eonvicting a defendant, awarding
damages to a plaintiff-based on the best possible information. Searching
for this .information is costly, and it is difficult to design incentive schemes
based on the amount of information generated. However, decision-based
rewards are common, whether they are explicit "contingency fees" or
reputation-based delayed incentives (since court outcomes are easier to

8. Indeed, the condition then amounts to

2 (a+p)2 >a+p+l
a 2 a

which is true.
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remember than details about the information provided during the trial). In
this setting, just as before, one can show that splitting the tasks between two
agents and making them advocates of the defense and prosecution is the
cost-minimizing way to reach informed judicialdecisions.

6.3 An Example Combining Moral Hazard and Adverse Selection

Most contractual situations involve elements of both adverse selection and
moral hazard. Often, however, one of these two incentive problems stands
out as the key problem, so that the other problem can be ignored as a first
approximation. In some cases it is not possible to decide a priori which of
the two incentive problems is most important, or to disentangle the moral
hazard from the adverse selection dimension. Many of these cases have
been explored in the literature. One of the earliest models combining
adverse selection with moral hazard is Laffont and Tirole (1986), who con
sider the problem of regulating a monopoly using cost observations. The
monopoly may have a more or less efficient production technology (the
adverse selection dimension) and may put in more or less effort in reduc
ing cost (the moral hazard dimension). Several other models with this
multidimensional incentive structure applied to other contexts have been
developed since (see, for example, the book by Laffont and Tirole, 1993).

Recall that, in Chapter 2, we considered a simplified version of the
Laffont-Tirole original setting, where the effort choice led to a determinis
tic cost realization. As a result, the key dimension of the analysis was
adverse selection, even though moral hazard was also present. Here we shall
extend the analysis to random performance, as in Chapter 4, and we shall
detail the respective roles of moral hazard and adverse selection and the
implications of their simultaneous presence.

To do so, we consider the problem of selling a firm or any other produc
tive asset to a new owner-manager. This is an obvious example involving
both adverse selection and moral hazard, since the new owner may be more
or less able and she may put in more or less effort in running the firm. As
we shall see, the prescriptions on the optimal sales contract for this problem
depend in an essential way on whether only the adverse-selection or the
moral-hazard aspect or both are explicitly taken into account. Although the
problem we consider is highly stylized, it is relevant for determining how
to structure corporate acquisition deals and privatization transactions.
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The example we consider is based on a model considered by Bolton,
Pivetta, and Roland (1997), but this problem has been explored more
completely by Rhodes-Kropf and Viswanathan (2000) and Lewis and
Sappington (2000; see also McAfee and McMillan, 1987b; Riley, 1985;
Riordan and Sappington, 1987a). Consider the problem of a risk-neutral
seller of a firm transacting with a risk-neutral buyer. The buyer can gener
ate an uncertain revenue stream by running this firm. Suppose that there
are only two possible revenue realizations: X E {O, R}. The buyer may be
more or less able at running this firm, and buyer ability here translates into
a higher or lower probability of getting the high revenue'outcome R. In
addition, the buyer can raise the probability of getting R by working harder.

Let 8 denote ability, and suppose that 8 E {8L , 8H } with 8L < 8H •

The seller does not know the buyer's type, and his prior is that the buyer
has a high ability 8H with probability f3 and a low ability 8L with probabil
ity (1 - f3).

Let e denote effort here, and suppose that a buyer with ability 8who supplies
effort e generates high revenues R with probability 8e at a private cost 0[9

Suppose for simplicity that the seller is determined to sell because he is
unable to generate any revenue with the firm. The seller's problem then is
to offer a- menu of contracts (ti, ri) to maximize his expected return from
the sale, where tidenotes an up-front cash payment for the firm and ri a
repayment to be paid from the future revenues generated by the new buyer.
Assume that the firm is a limited liability corporation so that X ~ ri ~ O. In
that case there is no loss of generality in considering contracts of the form
(ti, ri), where ri is paid only if X =R.

The buyer's payoff under such a contract then takes the form

8·e(R-r.·)-t- -~e2 i=L H
l l l 2' ,

Her optimal choice of effort under a contract (ti, ri) is thus

ei =8i (R-rJ/c

(6.5)

(6.6)

9. To ensure that we have well-defined probabilities, take c to be large enough that the buyer
would never want to choose a level of effort e such that ()# ~ 1.
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and her maximum payoff under the contract is

1 2
2c [Oi(R-li)] -ti

As one might expect, the buyer's optimal choice of effort is independent of
ti but is decreasing in rio

The seller's program then is

max(li,li) {J3[tH +Ol(R - rH )rH!c]+(l- fJ)[tL +Oi (R - rL)rL!c]}

subject to

1 2 1 2
2c [Oi(R - rJ] - t i 2:: 2c [Oi(R - rj)] - t j for all j "* i, and all i =L, H

.l.-[0.(R-r..)]2 -t- >0 i=L H2c 1 1 1-, ,

6.3.1 Optimal Contract with Moral Hazard Only

Suppose that the seller is able to observe the buyer's ability so that the only
remaining incentive problem is moral hazard. Then the seller's problem can
be treated separately for each buyer type i and reduces to

max(lili){ti +Ol(R-li)li!C}

subject to

1 2
2c [Oi(R -li)] -ti 2:: 0, i =L, H

Since the participation constraint is binding, the problem becomes

or equivalently

1 2( 2 2)max-Oi R -li
Ii 2c

This problem has a simple solution: rH = rL =°and t i =olR 2
/ (2c). To

avoid the moral hazard problem the seller should sell the :firm for cash only
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and not keep any financial participation in it. This simple yet striking result
lies behind many privatization proposals suggesting that the state should
sell off 100% of state-owned companies in order to minimize managerial
incentive problems. The only reason why a seller might want to keep some
financial participation in the pure moral-hazard case is that the buyer may
be financially constrained and may not have all the cash available up-front
(or the buyer may be risk averse).

6.3.2 Optimal Contract with Adverse Selection Only

Suppose now that the buyer's effort level is fixed at some level ebut that
the seller cannot observe the buyer's talent. The seller's program then is to

subject to

8ie(R-rJ-ti ~ 8ie(R-rJ-tj for allj *1, and all i =L, H

8ie(R -Ii) - ti - ~ e2 ~ 0; i =L, H

This problem also has a simple solution: rH = rL = Rand h= -ce2/2. This
contract minimizes the buyer's informational rent. In fact, it extracts all
of it without inducing any distortions, Intuitively, in the absence of
moral hazard, the best incentive-compatible way to extract rents from
the buyer is to ask for 100% of the future return (and therefore no cash
up-front).

6.3.3 OptiDlal Sales with Both Adverse Selection and Moral Hazard

The simplicity of the preceding solutions is of course driven by the extreme
nature of the setup. It appears that neither extreme formulation is an ade
quate representation of the basic problem at hand and that it is necessary
to allow for both types· of incentive problems to have a plausible descrip
tion of asset sales in practice.

Not surprisingly, the optimal menu of contracts when both types of'
incentive problems are present is some combination of the two extreme
solutions that we have highlighted. Solving the problem of the seller can
be done by relying on the pure adverse-selection methodology detailed
in Chapter 2. Specifically, one can first note that only the individual~

rationality constraint of the low buyer type and the incentive-compatibility
constraint of the high buyer type will be binding. Indeed, (1) when the low
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type earns nonnegative rents, so will the high type, who can always mimic
the low type; and (2) in the symmetric-information (that is, pure moral
hazard) optimum, the seller manages to leave the high type with no rents,
but this outcome is what would induce her to mimic the low type. There
fore, the seller has to solve

subject to

Using the two binding constraints to eliminate tH and tL from the maxi
mand, we obtain the usual efficiency-at-the-top condition rH =0 (as in the
pure moral-hazard case). However, raising rL allows the seller to reduce the
informational rent enjoyed by the high buyer type, which is

The first-order condition with respect to rL involves the usual trade-off
between surplus extraction from the low buyer type and informational rent
concession to the high buyer type, and leads to

which is bigger than O. The optimal menu of contracts is thus such that there
is no effort-supply distortion for the high-ability buyer because she is a
100% residual claimant. But there is a downward effort distortion for the
low-ability buyer that serves the purpose of reducing the informational rent
of the high-ability buyer. The extent of the distortion, measured by the size
of rL, depends on the size of the ability differential (elI - el)and on the
seller's prior f3: The more confident the seller is that he faces a high buyer
type, the larger is his stake rL and the larger is the up-front paYment tHo
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6.4 Summary and Literature Notes

This chapter has first considered the multidimensional adverse selection
paradigm, whose analysis was started by Adams and Yellen (1976) in the
context of optimal selling strategies by a monopoly. A recurring theme in
the literature has been to establish conditions under which mixed bundling
(the simultaneous separate and joint sale of multiple products) is optimal.
As shown by McAfee, McMillan, and Whinston (1989), mixed bundling
is optimal when consumer valuations for the different goods are not
strongly positively correlated, thereby extending Adams and Yellen's orig
inal insight.

The subsequent literature illustrates the difficulty of generalizing the
analysis of the one-dimensional setting considered in Chapter 2 (see
Armstrong, 1996, and Rochet and Chone, 1998, for general models, Arm
strong and Rochet, 1999, for a complete solution of a simple case, and
Rochet and Stole, 2003, for an overview). These studies have generated
several new insights. In particular, Armstrong (1996) has established the
prevalence of exclusion in optimal contracts: In the presence of multidi
mensional uncertainty, it typically b~comes attractive to e~clude buyers
with the lowest valuation for both products, because the loss the seller
incurs by excluding them is typically ofsecond order relative to the gain he
thereby makes in terms of rent extraction on the other buyer types. A
second insight, illustrated in Armstrong (1999), concerns the optimality of
simple contracts: A monopolist selling many items and facing consumers
with independently distributed valuations can approximate the optimal
contract with a simple two-part tariff.

We then turned our attention to multidimensional moral hazard.The core
principle stressed here is the desirability of keeping a balance between
incentives across tasks to avoid a form of "task arbitrage" by the agent that
results in some tasks being neglected (when higher effort on one task raises
the marginal cost of effort on the other task). Consequently, incentives on
a given task should be reduced when a competing task becomes harder to .
monitor. In extreme cases, providing no incentives at all may be the
optimum! An alternative route is to prevent the agent from undertaking
the competing task altogether.

Our treatment of these issues has been based on Holmstrom and
Milgrom (1991). Additional references include the following:
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• Laffont and Tirole (1991) and Hart, Shleifer, and Vishny (1997) analyze
the trade-off between incentives to cut costs and incentives to raise product
quality.

• Laffontand Tirole (1988b) and Holmstrom and Tirole (1993) discuss
incentives to improve short-term and long-term profits.

• Martimort (1996), Dixit. (1996), and Bernheim and Whinston (1998a)
analyze Ilfultiprincipal models (as we do in Chapter 13) and discuss the
benefits of exclusivity, that is, of preventing the agent from dealing with
more than one principal.

Multitask problems also arise in the absence of an effort-substitution
problem when tasks are directly in conflict. In such a case, eliciting effort
on both tasks from a single agent is more expensive for the principal
because success on the second task directly undermines performance on the
first task. This consideration leads to the optimality of hiring one agent per
task and making them advocates for the task they are asked to perform,
rather than having them internalize the overall objective function of the
principal. This question has been investigated by Dewatripont and Tirole
(1999), who analyze the optimality of organizing the judicial system (that
is, the "pursuit of justice") as a competition between prosecution and
defense lawyers (see also Milgrom and Roberts, 1986b;Shin,1998).Another
example of conflicting tasks concerns ex ante and ex post control of"illegal"
behavior: Uncovering illegality ex post indicates a failure to have stopped
it ex ante. Endowing the two tasks to separate agents then avoids "regula
tory cover-ups," as discussed by Boot and Thakor (1993) and Dewatripont
and Tirole (1994b).

Note finally that combining tasks can at times be good for incentives,
by reducing adverse selection problems: see, for example, Riordan and
Sappington (1987b) (and more generally Lewis and Sappington, 1989, on
"countervailing incentives").

We concluded the chapter with an illustration of a model that combines
adverse selection and moral hazard. Various models share this feature,
including Laffont and Tirole (1986) and McAfee and McMillan (1987b) in
the context of a problem of regulation of a natural monopoly; and Riley
(1985), Riordan and Sappington (1987a), Lewis and Sappington (1997), and
Caillaud, Guesnerie, and Rey (1992) in an agency setting. Cremer and
Khalil (1992) also consider the related problem of an agent gathering infor-
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mation (at a cost) about the state of nature before signing a contract with
the principal.

We have relied here on an application explored in Bolton, Pivetta, and
Roland (1997) on the sale of a firm to a new risk-neutral owner-manager,
which has been explored independently and more fully by Rhodes-Kropf
and Viswanathan (2000) and Lewis and Sappington (2000). In this applica
tion, under pure moral hazard, the optimal strategy is to sell the firm to the
manager for a fixed price in order to induce subsequent efficient manage
rial effort. Under pure adverse selection, the seller should instead ask for
100% of the future revenue of the firm, so as to leave no informational rent
to the manager. In contrast to these two extreme solutions, when both
information problems are present, the optimal contract resembles the con
tracts analyzed in Chapter 2, with efficient effort for one type and under
provision of effort for the other type.





II STATIC MULTILATERAL CONTRACTING

In this second part we consider statiC optimal co.ntracting problems between
n ~ 3 parties, or between one principal and two or more agents. The key
conceptual difference between the bilateral contracting problems con
sidered in the first part and the problems considered in this part is that
the principal's contract-design problem is now no longer one of simply con
trolling a single agent's decision problem, but is a much more complex
problem of designing a game involving the strategic behavior of several
agents interacting with each other.

When it comes to game (or mechanism) design, one is confronted with a
major new theoretical issue: predicting how the game will be played by the
agents. Thus, a central question we shall have to address in this part is what
are likely or reasonable outcomes of the game among agents defined by the
contract. This is, of course, the central question that game theorists have
been concerned with ever since the field of game theory was founded by
von Neumann and Morgenstern (1944). Given that game theorists have
proposed different approaches and equilibrium notions it should come as
no surprise that contract theorists (often the same people wearing differ
ent hats) have also considered several different equilibrium notions for the
games specified by a multilateral contract.

In many ways the most satisfactory approach is to design the games in
such a way that each player has a unique dominant strategy. Then the
outcome of the game is easy to predict. It is the unique dominant strategy
equilibrium. Whenever it is possible to achieve the efficient outcome with
such games, this is the most desirable way to proceed. But when it is not
possible to achieve first-best efficiency with contracts where each party has
a unique dominant strategy, it may be desirable to consider a larger class
of contracts where the contracting parties are playing a game with a less
clear-cut but hopefully more efficient outcome.1

In other words, it may be in the principal's best interest to accept that the
contract creates a game situation with some inevitable uncertainty as to
how the agents will play the game, if the most plausible outcome of play is

1. Situations where it is not possible to achieve first-best efficiency with contracts where each
player has a well-defined dominant strategy are by no means uncommon. One of the main
results in dominant strategy implementation due to Gibbard (1973) and Satterthwaite (1975)
is an impossibility result akin to Arrow's impossibility theorem establishing that dominant
strategy contracts cannot in general achieve first-best efficiency when there are at least three
outcomes and when the players' domain of preferences is unrestricted.
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more efficient. Now, although there is always some uncertainty as to how
the parties play the game, it is not implausible that they will attempt to play
some best response. Therefore it could be argued that a plausible outcome
of play by the agents may be some Nash or (with incomplete information)
Bayesian equilibrium of the game induced by the contract.

Most of the literature on contract and mechanism design theory takes
this route and assumes that the set of outcomes of the game among agents
is the set ~f Nash or Bayesian equilibria. As our purpose in this book is not
to offer a crash course in game and mechanism design theory, we shall con
sider only optimal multilateral contracts with this equilibrium notion?

The first chapter in this second part (Chapter 7) considers multilateral
contracting problems under hidden information. Perhaps the leading
example of such contracting problems is an auction involving a seller (the
principal) and multiple buyers (the agents) with private information about
their valuation of the goods for sale. The second chapter (Chapter 8) con
siders multilateral contracting problems under hidden actions. A classical
example of such a contracting problem is the moral hazard in teams
problem. More generally, this paradigm allows us to address many ques
tions pertaining to the internal design of organizations.

2. For an overview of mechanism design under private information and other equilibrium
notions we refer the interested reader to Mas-Colell, Whinston, and Green (1995, chap. 23),
Fudenberg and Tirole (1991, chap. 7), and Palfrey (1992).



7 Multilateral Asymmetrk Information: Bilateral Trading
and Auctions

7.1 Introduction

In this chapter we consider optimal contracts when several contracting
parties have private information. One central question we shall be con
cerned with is how trade between a buyer and a seller is affected by asym
metric information about both the buyer's value and the seller's cost. We
shall also ask how a seller's optimal nonlinear pricing policy is affected by
competition between several buyers with unknown value. We shall demon
strate that the general methodology and most of the core ideas developed
in Chapter 2 carry over in a straightforward fashion to the general case of
multilateral asymmetric information.

Consider n ~ 2 parties to a contract, each having private information
about some personal characteristic. The game between these agents is
generally referred to as a game of incomplete information. The accepted
definition of a game with incomplete information since Harsanyi (1967-68)
is as follows:

DEFINITION A game of incomplete information C =(S, 8,13, u) is composed
of the following:

• The strategy space S = Sl X ••• X Sm with one strategy set Si'for each player
i = 1, ... ,no

• The type space 8 = 8 1 X ••• x 8 m with 8 i denoting player i's set of possi
ble types.

• The probability profile 13 = A x ... x 13m where f3i == {f3i( 8_iI8i)} denotes
player i's probability distribution over other players' types, 8_i = (81. ... ,
8i- 1. 8i+1. ... , 8n), conditional on his own type 8i• The f3/s are derived using
Bayes' rule from 13*(8), the joint distribution over the type space 8.

• The utility profile u = U1 X ••• X Un where UlS-i' siI8_i' 8i) denotes player i's·
von Neumann-Morgenstern utility as a function of the vector of strategies
S and the vector of types 8.

The structure of C is assumed to be comm\>n knowledge among all the'
players in the game. That is, it is common knowledge that the distribution
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for eis f3* and that {3i is simply the marginal distribution for 8_i conditional
on 8i - For readers unfamiliar with these notions, an extensive exposition of
games with incomplete information can be found in Fudenberg and Tirole
(1991), Binmore (1992), or Myerson (1991).

The analogue of Nash equilibrium for games of incomplete information
is the notion of Bayesian equilibrium defined as follows:

DEFINITION'" A Bayesian equilibrium of a game with incomplete informa
tion C is a profile of best-response functions (J'= (Oi, .. - , (J'n) = ((J'-i, Of) where
(J'i: E>i ~ Si is such that

It {3i (8_i18Jui[(J'-i (e-J, (J'il e];::: It {3i(8_d8JUi[(J'-i(8_J, sil8]
(J-i E 6-i (J-i E 6-i

for all i, all e, and all Si.

In words, as for Nash equilibria in games with complete information, the
profile of best-response functions is an equilibrium if no agent type gains
by deviating from the prescribed best response, when all other agents are
assumed to play according to the prescribed best-response functions.

Generally games with incomplete information have at least one equilib
rium (possibly in mixed strategies) when strategy sets are compact and
payoff functions are continuous. When the equilibrium is unique, there is
little ambiguity, and the outcome of the game specified by the contract can
be taken to be that equilibrium. When there are multiple equilibria, it is less
clear what the outcome should be, but a case can be made for taking the
most efficient equilibrium as the natural outcome.1 In most applications in
this chapter the optimal contract specifies a unique equilibrium, so that we
do not need to confront this delicate issue. Nevertheless, it is important to
bear in mind that even if an equilibrium is unique there is no guarantee
that the outcome of the game is that equilibrium?

With this word of caution we shall proceed and assume that the outcome
of the game specified by the contract is the (unique) Bayesian equilibrium
of that game. The contract is then described formally by (C, a) where
a =a[0"*(8)] is the outcome function specifying an outcome for each type

1. On mechanisms that achieve unique equilibria, see Palfrey (1992).

2. In an interesting experiment Bull, Schotter, and Weigelt (1987) have indeed found that the
variance in subjects' responses is considerably larger in contractual situations where the parties
are effectively playing a game with incomplete information than in situations where they only
have to solve a decision problem.
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profile 8 E e associated with the game C. This outcome function simply
maps the (unique) Bayesian equilibrium a* = (at ... , at) into an outcome
for the game. What is done here is therefore simply to redefine utilities in
terms of outcomes and types, instead of strategies and types: ui[0*(8)18] ==

ui(a[0*(8)]18).
The principal's contract design problem can then be described formally

as follows: Let A denote the set of all possible outcomes, and let V(-): E> --7

A denote some objective function of the principal. That is, V(8) denotes an
outcome favored by the principal when the profile of types is 8. The con
tract (C, a) is then said to implement V(·) if a[0*(8)] = V(8). The principal's
problem then is to achieve the most preferred objective V(·) by optimizing
over the set of feasible contracts (C, a).

Although the general description of a game of incomplete information
and of a Bayesian equilibrium looks rather daunting, in most applications
in this book this description is both simple and natural. In particular, those
applications where agents are assumed to be of only two possible types can
be handled without too much difficulty.

In addition, although there is a very large set of contracts from which the
principal can choose, many contracts will in fact be redundant. Just as in
Chapter 2, it is possible to simplify the principal's problem by eliminating
most irrelevant alternatives and restricting attention to a subset of so-called
revelation contracts in which the players' strategy sets are simply their type
set Si =E>i and where players truthfully announce their type in the (unique)
Bayesian equilibrium.

A revelation contract (C/E>, a), where S is replaced by E> in C, is said to
truthfully implement V(·) if a[0*(8)] = V(8), where 0*(8) = [81(8), ... ,
8n( 8)] is the Bayesian equilibrium of the revelation game where each player
truthfully reports his type.The revelation principle establishes that for every
contract (C, a) that implements V(-) an alternative revelation contract
(C/E>, a) can be found that also truthfully implements V(o).

THE REVELATION PRINCIPLE Let (C, a) be a contract that implements V(.);
then a revelation contract (C/E>, a) can be found that truthfully implements
V(o).

One can prove this result as follows: Let 0*(8) be the Bayesian equilib
rium of the game C, and define the composite function a= aoo*. That is,
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a(8) =a[a*(8)] for all 8 E 8. To prove that (C/8, a) truthfully implements
V(·) it suffices to show that a(8) =[81(8), ... , 8n(8)] is a Bayesian equilib
rium of (C/8, a). By construction we have

L !3iC8_i I8Jui{a[a*(8)]18}2:: L !3i C8-d8JU i {a{a:J8), Si]}
~E~ ~E~

But, by definition of a, we have a[a*(8)] = a(8) and a[a!i(8), sa
a(8[, 8_i) for some type announcement e: * 8i . So we conclude that for all
i =1, ... , n we have

L !3iC8_i18i)ui[a(8) 18] 2:: L !3iC8_i 18Jui[aC8;, 8_J 18]
~E~ ~E~

as required, which proves the result.

Note that, in contrast to the result obtained in the single-agent problem,
this result does not say that there is no loss of generality in restricting
attention to revelation contracts, since it does not establish that there is
necessarily a unique Bayesian-Nash equilibrium in the revelation contract
(C/8, a) constructed from the contract (C, a), even when the contract
(C, a) admits only a unique equilibrium. In the transformation process from
(C, a) to (C/8, a), the players' strategy sets may well become smaller,
and this may enlarge the equilibrium set (see Dasgupta, Hammond, and
Maskin, 1979). In other words, in contrast to the single-agent problem,
the restriction to revelation contracts may result in greater uncertainty
concerning the outcome of the contract (a larger equilibrium set). Here, we
choose to disregard this problem, which is treated at length in Palfrey
(1992).

We shall consider in turn two classic pure exchange problems. The first
is a bilateral trade problem under two-sided asymmetric information (about
the seller's cost and the buyer's reservation value). The second is an auction
setting where two (or more) buyers with private information about reser
vation values compete to purchase a good from a seller. As in Chapter 2,
we begin our analysis of contracting under multilateral asymmetric infor
mation with a detailed exposition of the special case where each party has
only two different types. This special case is more tractable and is sufficient
to illustrate most economic insights. We then proceed to a more advanced
analysis of the more general and elegant problem with a continuum of
types.
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7.2 Bilateral Trading

7.2.1 The Two-Type Case

In Chapter 2 we found that when an uninformed party (say, a seller, "he")
makes a take-it-or-leave-it offer to an informed party (a buyer, "she"), then
inefficient trade may result. For example, take a buyer with two possible
valuations for a good: VH> VL > 0, and a seller who has a value of zero for
the good. Let [3 denote the seller's prior belief that the buyer has a high
valuation. Then the (risk-neutral) seller's best offer to the buyer is P =VH

whenever [3VH ~ VL. For such offers, there is (ex post) inefficient trade
with probability (1 - [3) whenever the buyer's true value is VL.

If instead the informed party (here, the buyer) makes the contract offer,
then there is always ex post efficient trade. The buyer simply makes an offer
P = 0 which the seller always accepts. Thus, if the objective is to promote
efficient trade, there is.a simple solution available in the case of unilateral
asymmetric information: simply give all the bargaining power to informed
parties.

This simple example highlights one obvious facet of the fundamental
trade-off between allocative efficiency and the distribution of ~nformational
rents: If the bargaining power lies with the uninformed party, then that party
attempts to appropriate some of the informational rents of the informed
party at t~e expense of allocative efficiency. By implication, to reduce the
allocative distortions associated with informational rent extraction, one
should remove bargaining power from uninformed agents whenever it is
possible to do so. Stated differently, if all bargaining power of uninformed
agents can somehow be removed, one need no longer be concerned about
allocative efficiency.

But this solution is not available when there is bilateral asymmetric infor
mation. An obvious question then is whether efficient trade is still attain
able under bilateral asymmetric information if the surplus from trade can
be distributed arbitrarily between the buyer and seller. It turns out that this
question has a simple general answer. It has been elegantly put by Joseph .
Farrell (1987) as follows:

Suppose the problem is which of two people should have an indivisible object, a
"seller" (who originally has it) or a "buyer." The efficient solution is that whoever
in fact values it more should have it, with perhaps some payment to the other.
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(That is, every Pareto-efficient outcome has this form.) The king can easily
achieve this outcome using an incentive-compatible scheme if participation is
compulsory: for example, he can confiscate the item from the "seller" and then
auction it off, dividing the revenues equally between the two people. But this
solution is not feasible with voluntary trade; the seller may prefer to keep the
object rather than to participate and risk having to repurchase (or lose) something
he already has. A lump sum payment to the seller could solve that problem, but
then the buyer (who would have to make the payment) might prefer to withdraw.
(p.120)

As Farrell's explanation highlights, the difficulty here is not so much elic
iting the parties' private information as ensuring their participation. We
show in this section that efficient trade can (almost) always be achieved if
the parties' participation is obtained ex ante, before they learn their type,
while it cannot be achieved if the parties' participation decision is made
when they already know their type. In other words, when the contracting
parties already know their type, the extent to which the surplus from trade
can be distributed arbitrarily between them while maintaining their par
ticipation is too limited to always obtain efficient trade.

Consider the situation where the seller has two possible costs CH> CL:2: 0
and the buyer's two possible valuations are such that VH > CH> VL > CL.3

To simplify matters, assume that valuation and cost are independently dis
tributed. Let the buyer's prior beliefs that the seller has low cost be y. The
principal's objective here is to achieve efficient trade. Let x = 1 denote
"trade" and x =0 denote "no trade."

Applying the revelation principle, the principal must find prices contin
gent on the buyer's value and seller's cost announcements, P(-0,2), such that
efficient trade, that is, x(-0,2) =1 if and only if -0 :2: 2, is incentive compatible
and individually rational for both buyer and seller. As we argued previously,
the main difficulty here is not to find incentive-compatible prices: they can
be found because efficient trades are monotonic, that is, the probability of
trading under efficiency is increasing in the buyer's valuation and decreas
ing in the seller's cost. The problem is rather to find incentive-compatible
prices that also satisfy both parties' individual-rationality constraints.

3. These are the values for which establishing efficient trade is most difficult. Indeed, suppose
that instead we have VH> VL > CH > CL. In that case efficient trade is guaranteed by fixing a
price P E (cH,vd. Alternatively, suppose that CH> VH> VL > CL' Then efficient trade is guaran
teed by setting a price P E (cL,vd and letting the seller decide whether he wants to trade at
that price. Similarly, when VH> CH> CL > VL, efficient trade is established by setting P E (VH,CH]

and letting the buyer decide whether to trade.
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Whether efficient trade can be achieved will depend crucially on which
individual-rationality constraints are relevant: interim or ex ante IR con
straints. Interim constraints are relevant whenever the buyer and the seller
know their type when signing the contract. Ex ante constraints are relevant
when they sign the contract before knowing their exact cost or value real
ization. We begin by showing a general result-first established in the
context of efficient public good provision by d'Aspremont and Gerard
Varet (1979)-that when ex ante individual-rationality constraints are
relevant, then efficient trade can always be achieved despite the double
asymmetry of information about costs and values.

7.2.1.1 Efficient Trade under Ex Ante Individual-Rationality
Constraints

Suppose that the principal (say, a social planner) offers the buyer and seller,
before each one has learned his or her type, the following bilateral trading
contract: C = {P(Vi,Cj) =: Pij; X(Vi'C) =: xij;i=L, H;j = L, H}, where Xij = 1 if
Vi;;:: Cj and Xij = 0 otherwise. The seller's incentive-compatibility (IC) and ex
ante individual-rationality (IR) constraints then take the form

(1- ,B)[PLL -CL]+ ,B[PHL -CL];;:: (1- ,B)PLH + ,B[PHH - CL] (7.1)

(1- ,B)PLH + ,B[PHH -CH];;:: (1- ,B)[PLL -CH]+ ,B[PHL -CH] (7.2)

r[(l- ,B)PLL~+ ,BPHL -cL]+(l-r)[(l- ,B)PLH + ,B(PHH -CH)];;:: 0 (7.3)

In these equations note that when the buyer has a low value VL and the
seller has a high cost CH there is no trade, that is, XLH = O.

We therefore require the type-j seller to prefer truth telling given his type
and given that he expects the buyer to tell the truth about her type, and to
break even given that he himself expects to be of type L with probability Yo

Similarly, the buyer's (IC) and ex ante (IR) constraints are

r[VL -PLL ]-(l-r)PLH ;;::r[VL -PHL ]+(l-r)[vL -PHH ] (7.4)

r[VH -PHL ]+(l-r)[vH -PHH];;::r[VH -PLL ]-(l-r)PLH (7.5)

,B[VH -rPHL -(l-r)PHH ]+(1- ,B)[rVL -rPLL -(l':"r)PLH ];;:: 0 (7.6)

In order to analyze this set of inequalities, let us call P the expected
payment the buyer will have to make to the seller:

P=r[(l-,B)PLL +,BPHL ]+(l-r)[(l-,B)PLH +,BPHH ]
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Then the two (IR) constraints can be rewritten as

f3VH +(1- !3)YVL 2. P 2. yCL + (l-y)f3cH

These constraints thus require the expected payment P to divide the
expected first-best surplus, which is clearly positive, into two positive shares.
This requirement implies a condition on the expected level of payments,
which can 1?e adjusted without any consequence on incentive constraints,
which depend only on the differences of payments across realizations of
costs and valuations. These incentive constraints can be redefined for the
seller and buyer, respectively, as

and

The incentive constraints for the seller can be interpreted as follows:
given truth telling by the buyer, if the seller announces a low cost, trade will
take place with probability 1. Instead, if the seller announces a high cost,
trade will take place only with probability 13 (that is, when the buyer has a
high valuation). The increase in expected payment the seller will receive
upon announcing low cost should thus cover the increase in expected pro
duction cost (due to trade taking place with probability 1 instead of 13) if
the seller's cost is CL, but not if the seller's cost is CH.

The idea is exactly the same for the buyer: given truth telling by the seller,
if the buyer announces a high valuation, trade will take place with prob
ability 1. Instead, if the buyer announces a low valuation, trade will take
place only with probability y(that is, when the seller has low cost). The in
crease in expected payment the buyer will incur upon announcing a high
valuation should thus be lower than the increase in expected value of con
sumption (due to trade taking place with probability 1 instead of nif the
buyer's valuation is VH, but not if the buyer's valuation is VL.

If constraints (7.1) to (7.6) are satisfied, both parties are happy to
participate and truth telling results, so that we have implemented the ex
post efficient allocation. The fact that payments exist such that all con
straints are satisfied is easy to see. Indeed, the constraints can be satisfied
recursively. First of all, note that the incentive constraints are not incom
patible for any party, since VH> VL and CH > CL. Second, consider any vector
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(PLL, PLH, PHL, PHH) such that the incentive constraints of the seller are sat
isfied. It is easy to see that any change in (PLL, PLH) that keeps (PLL - PLH)

unchanged will leave the incentive constraints of the seller unaffected. This
observation provides a degree of freedom that can be used to satisfy the
incentive constraints of the buyer. Finally, we have already observed that
any change in (PLL, PLH, PHL, PHH) that involves an adjustment (upward or
downward) of all four payments by the same amount leaves all incentive
constraints unaffected. This fact provides another degree of freedom to set
P to satisfy the participation constraints of the parties. This system of
inequalities therefore admits a solution, and it is possible to find incentive
compatible and individually rational contracts that achieve efficient trade.

This result holds very generally. It holds, in particular, for public-goods
problems with an arbitrary number of agents, each with an arbitrary number
of independently distributed types, as d'Aspremont and Gerard-Varet
(1979) have shown. But efficient trade can be achieved even when agents'
types are correlated. This possibility is straightforward to· establish in our
simple example. In fact, correlation of types can make it easier to achieve
efficiency, as we shall see when we consider auctions with correlated values.

A simple general explanation behind this result runs as follows: Assum
ing that one of the agents truthfully reveals her type, the other agent faces
different odds depending on whether she tells the truth or not. This differ
ence in odds can then be exploited to construct lotteries that have a nega
tive net expected value when the agent lies, but a positive value when the
agent truthfully reveals her type. Then, by ensuring that the ex ante com
pound lottery (the lottery over lotteries for each type) has a positive ex ante
net expected value, the principal can make sure that both buyer and seller
are willing to participate. Concretely, here, if for example the seller has cost
CH, then he (weakly) prefers the lottery requiring him to produce at a price
PHH with probability /3, and not to produce and receive a transfer PLH with
probability (1- /3). Similarly, if he has cost CL, he prefers the lottery where
he obtains (PHL - CL) with probability /3, and (PLL - CL) with probability (1
- /3). As long as the compound lottery (composed of the lottery for type CH

and the lottery for type CL) has a positive expected value, the seller is willing
to accept the contract. And the same is true, mutatis mutandis, for the buyer.

A helpful economic intuition for this result, which is often given for
problems of public-goods provision under asymmetric information, is that
efficiency requires essentially that each agent appropriate the expected
externality her actions impose on other agents. In this way, each agent is
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induced to internalize the whole collective decision problem and is effec
tively maximizing the social objective. Since the sum of all expected exter
nalities is just the social surplus, trade can be implemented whenever it is
efficient.

7.2.1.2 Inefficient Trade under Interim Individual-Rationality
Constraints

Now suppose that the buyer and seller know their type before signing the
contract. Then the ex ante participation constraints must be replaced by the
following four interim constraints:

(1- f3)PLL + f3PHL - CL ~ 0

(1- f3)PLH + f3(PHH - CH ) ~ 0

VH -rPHL -(l-r)PHH ~O

rvL -rPLL -(l-r)PLH ~ 0

In fact, for some values of 13 and y, these four constraints together with the
incentive constraints (7.1), (7.2), (7.4), and (7.5) cannot all simultaneously
hold. For example, let the probability of the seller facing a high-valuation
buyer, 13, tend to 1, then from conditions (7.1) and (7.2) we have PHH = PHL,
which we shall denote P. Therefore, the interim participation constraints of
the seller reduce to

P-CL ~O

P-CH ~O

In words, when the seller thinks the buyer is almost surely of type VH,
he knows he will have to produce with probability close to 1 whatever his
type; as a result, the expected price Phas to cover his cost, whether low or
high.

In addition, when the probability of facing a high-valuation buyer, 13,
tends to 1 and PHH = PHL == P, by condition (7.5), we have

VH -P~r[VH -PLd-(l-r)PLH

which says that, for the buyer, telling the truth about VH and buying the
good for sure at price Pshould be better than lying and getting VH with prob
ability r (that is, when the seller has low cost) and paying the associated
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expected price. This condition together with f3 = 1 implies that the interim
participation constraints of the buyer reduce to .

PSVH

P5:rvL +(1-r)VH

This expression says that the high-valuation buyer cannot be made to pay
more than VH, obviously, but also not more than VH - r(VH - VL): this last
term is the information rent the high-valuation buyer can obtain by pre
tending to have a low valuation and trading with probability rat terms that
give the low-valuation buyer zero rents.

Collecting all interim participation constraints together, we must have

rvL +(1-r)VH ~CH

But if the probability that the seller has a low cost, y, tends to 1, this inequal
ity does not hold: because the buyer believes that she is almost certainly
facing a low-cost seller, it becomes very attractive for her to pretend to have
a low valuation, since in any case the probability of trade is almost 1. To
prevent the buyer from pretending this, we need P5: VL, but this is incom
patible with P ~ CH, since we have ass~med CH> VL in order to make the
problem interesting.

In other words, when prior beliefs are such that the seller thinks that he
is most lik~ly to face a high-value buyer and the buyer thinks that she is
most likely to face a low-cost seller, then each one wants to claim a share
of the surplus that is incompatible with the other party's claim, and trade
breaks down.

Thus, when the optimal contract must satisfy both incentive
compatibility and interim individual-rationality constraints, efficient trade
cannot always be obtained under bilateral asymmetric information. This
result can be strengthened by considering the same setting with a con
tinuum of types, as we shall see in section 7.2.2.

To summarize, bilateral trade may be inefficient when both buyer
and seller have private information about their respective reservation
prices and when this information is available before they engage in
voluntary trade. The reason why trade may break down is that each party
could attempt to obtain a better deal by misrepresenting his or her
valuations. To avoid such misrepresentations, the high-value buyer and the
low-cost seller must get informational rents, but the sum of the rents
may exceed the surplus from trade in some contingencies, and with interim
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individual-rationality constraints, informational rents cannot be freely
traded across contingencies.

The possibility of inefficient trade under these circumstances is an impor
tant theoretical observation because it provides one explanation for why
rational self-seeking trading partners leave some gains from trade unex
ploited. It suggests that the Coase theorem may break down in voluntary
trading situations with multilateral asymmetric information. It also points
to the potential value of institutions with coercive power that can break
interim participation constraints and secure participation at an ex ante
stage.

7.2.2 Continuum of Types

Most of the analysis of the special 2 x 2 model can be straightforwardly
extended to a model with a continuum of types by adapting the methodol
ogy outlined in section 2.3. In fact, an even sharper characterization of the
main results can be obtained in the general problem.

The material of this section follows closely the model and analysis
of Myerson and Satterthwaite (1983). They consider a bilateral trading
problem where a single good is to be traded between two risk-neutral
agents who have private, independently distributed, information about
how much they value the item. Suppose, without loss of generality, that
agent 1 is in possession of the item and that his privately known valuation
Vl has differentiable strictly positive density fl(vl) on the interval [~h Vl].
Agent 2's privately known valuation Vz has differentiable strictly positive
density fz(vz) on the interval [~z, vz]. As in section 7.2.1, the interesting case
to consider is that where ~l < ~z < Vl < vz. In that case there are both
situations where trade is (first-best) efficient and situations where trade is
inefficient.

7.2.2.1 Inefficiency of Bilateral Trade with Interim Individual
Rationality Constraints

This section establishes that efficient trade cannot be achieved if con
tracting takes place at the interim stage. In order to prove this point,
we first determine the set of implementable trades that satisfy interim
individual rationality. We then show that efficient trading is not in this set.

Step 1: The Set of Implementable Trades Applying the revelation prin
ciple, the principal's problem is to choose a revelation contract
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{xCVb V2); PCVb V2)}-where x(Vb V2) denotes the probability of trade and
P(Vb V2) the payment from agent 2 to agent 1 cOlitingent on announcements
(Vb v2)-which satisfies incentive-compatibility and individual-rationality
constraints and maximizes the expected gains from trade.

Let us start with some definitions: In any truth-telling equilibrium, agent
l's expected net revenue is given by

and agent 2's expected payment by

Also, their respective expected probabilities of trade are given by

Therefore, each agent type's expected payoff under the contract can be
written as

UI (VI) = P{ (VI) - vIxf (VI)

U2(V2) =v2xHV2)-Pi (V2)

The incentive-compatibility and interim individual-rationality constraints
for both agents are then given by

UI (VI) ~P{ (VI) - vIxf (VI) for all VI, VI E [.!::I' vd (ICl)

U2 (V2) ~ V2X~ (V2) - Pi (VI) for all V2, V2 E [.!::2' V2] (IC2)

UI(VI)~ 0 for all VI E [.!::1' vd (IRl)

U2(V2)~O for all V2 E [.!::2' V2] (IR2)

How can we reduce this set of constraints to a more manageable con
strained optimization problem? As we learned in Chapter 2, when both
agents' preferences satisfy the single-crossing condition
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a[ au/axe] 0
av au/ape>
as they do here, we ought to expect the following:

1. Only the individual-rationality constraints for the lowest types may be
binding: Ul(Vl) ~ 0 and U2(~2) ~ O. Note here that the "lowest type" for agent
1 is Vl. Ind.eed, since agent 1 is the owner of the item to begin with, his val
uation should be interpreted as an opportunity cost, so that his rents will
be lowest when his cost is highest.

2. Each agent's expected probability of trade must be monotonically
increasing in his type: Xi(V2) is (weakly) increasing in V2, and Xi(Vl) is
(weakly) decreasing in Vl.

3. Given monotonicity, only local incentive-compatibility constraints
matter, so that each agent type's informational rent is simply the sum of the
lowest type's rent and the integral of all inframarginal types' marginal rents:

and

This educated guess is indeed correct, as the following argument shows:
From the (Ie) constraints one observes that, since for any two Vl > Vl we
must have

Ul (Vl) ~ l1e (Vl) -V1Xf(Vl) = Ul (Vl)+(Vl -Vl)Xf(Vl)

and

Ul (Vl) ~ l1e(vd - vlxf (Vl) =Ul (Vl) + (Vl - vl)xf (Vl)

It follows that

(Vl -Vl)Xf(Vl) ~ (Vl -Vl)xf(Vl)

This inequality then implies that xi is weakly decreasing in Vl. Next, by
dividing by (Vl - Vl) and letting Vl tend to Vb one obtains

U{(Vl) = -Xf(Vl)
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which, by integrating with respect to VI, is equivalent to

Note that since X(VI, V2) E [0,1] one can also observe that Ul(Vl);::: Ul(Vl)
for all Vl E [~I, Vl]. One easily sees that exactly the same argument can be
applied to agent 2's incentive constraints.

Thus, as in the situation with one-sided asymmetric information, we can
reduce all the incentive constraints to essentially two conditions for each
agent, a monotonicity condition and the first-order condition for each
agent's optimization problem, which requires that the marginal increase in
informational rent [-u~(Vl) for agent 1 and uz(V2) for agent 2] be equal to
the expected probability of trade [xl(vl) for agent 1 and XZ(V2) for agent 2].
Also, at most one individual-rationality constraint will be binding for each
agent.

The intuition for these results is straightforward. Agent 1 (the seller)
gains by pretending that he is reluctant to sell so as to induce agent 2 (the
buyer) to offer a higher price. Thus, other things equal, he would always
claim to have the highest possible opportunity cost Vl' To induce the seller
to truthfully announce a valuation Vl < VI, he must thereforelJe given some
informational rent, and giving him this rent requires raising the likelihood
of trade when he announces a lower opportunity cost Vl' A similar logic
applies to -the buyer, who wants to underestimate her valuation for the
good. Thus any buyer with valuation V2 > ~2 must be given some rent to be
induced to tell the truth, or equivalently the likelihood of trade must be
increasing in the buyer's announced valuation.

Step 2: Efficient Trading Is Not Implementable Can efficient trading be
implemented? Efficient trading requires that trade take place with proba
bility one whenever Vl ~ V2 and with probability zero when Vl > V2- Note
first that this requirement does not conflict with monotonicity: the expected
probability of trade will clearly be increasing in V2 and decreasing in Vl

What does create a problem, however, is the sharing of rents: given the
requirements of local incentive compatibility and interim individual ration
ality, efficient trading imposes a lower bound on the expected rents to be
conceded to each party: for party 2, even assuming U2(~2) = 0, we must have
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And for party 1, even assuming UICVI) = 0, we must have

Taking the expectations of these expressions with respect to V2 and VI and
summing them, it may well be that this lower bound on the expected rents
to be givep. to the two parties more than exhausts the total surplus to be
shared. Md it turns out that indeed a contract imposing the first-best trade
probabilities [X*(Vh V2) =1 for VI ~ V2 and X*(Vh V2) =°for VI > V2] and sat
isfying all incentive-eompatibility constraints inevitably leads to a violation
of interim individual rationality.

To see this result, observe first that

For each expression Pr(Vi), taking expectations with respect to Vi, inte
grating the last term by parts, and then substituting for the definitions of
PT(Vi) and xT(Vi)' one obtains, respectively,

Rearranging the last two expressions, one then obtains

UI(VI)+U2(~2)=

f~: f~~ {[V2 1~5~~~2)J-[VI + i~:;J}X(V1> v2)A(VI)!2(V2)dvIdv2
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This expected payoff must be nonnegative to satisfy both interim
individual-rationality constraints. But substitutmg X(Vh vz) in this expres
sion with the first-best trading probabilities x*(VI. vz), we obtain

Ul (VI) +Uz (~z)

-L: JE~{V2,viJ[Vlh (VI) + liJ.{Vl)]!Z(vz)dvldvz

= f.Vz [Vz!z (Vz) +Fz(Vz) -1].Fi (vz)dvz - f.Vz min{vz.Fi (Vz), Vl}!Z (vz)dvz
~ ~

where the last term is obtained after integration by parts.
Note, moreover, that Fl(vz) =1 for Vz ~ VI. which means in particular that

min{vZFl(vz), VI} =vZFl(vz) whenever Vz ~ VI and min{vZFl(vz) , VI} =VI when
ever Vz ~ VI. Consequently, the preceding expression can be rewritten as

and, again integrating by parts,

Ul (vi.) + uz(~z) =-J~[1-Fz(vz)]li(vz)dvz - J:[Fz(vz)-1]dvz
-2

Finally, since F1(vz) =1 for Vz ~ VI. this expression is equal to

This last expression, however, is strictly negative, since "Ez < VI. This result
establishes that the bilateral trading problem where both buyer and seller
have private information at the time of trading always results in trade inef
ficiencies when each contracting party has a continuous distribution of types
with strictly positive density on overlapping supports, as we have assumed .
here. .

7.2.2.2 Second-Best Contract

If the first-best outcome is unattainable, the natural next question is,
What is the second-best outcome? Remarkably, it turns out that the simple
double auction first consid~red by Chatterjee and Samuelson (1983) is a
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second-best optimal contract here. We now show this result by first charac
terizing the second-best outcome and then showing that it can be imple
mented with the Chatterjee-Samuelson double auction.

Step 1: Characterizing the Second Best Suppose for simplicity that each
agent's value for the item is uniformly and independently distributed on
the interval [0, 1]. The second-best ex ante optimal outcome maximizes the
expected ,sum of utilities of the two parties subject to the incentive
compatibility and interim individual-rationality constraints for each agent.
That is, formally the second-best outcome is a solution to the following
constrained optimization problem:

subject to

The constraint is simply the expression for the participation constraint

f~~ t~ {[V2 _lf2~~~~2)J-[Vl + i.~~n}X(Vl' v2)!i(vl)!2(v2)dvldv2 ~ 0

when both v/s are uniformly distributed on the interval [0,1].
Recall that when this condition holds, all incentive-compatibility and

interim individual-rationality constraints are satisfied. The constraint
must be binding at the optimum. Indeed, if it is not, then the solution
to the unconstrained problem is simply the first-best rule, x*(v!> V2) =1 if
(V2 - Vl) ~ 0 and X*(V!>V2) =0 if (V2 - Vl) < O. But for this rule it is easily
verified that

Next, pointwise optimization implies that the optimal xCv!> V2) must take
the general form

( ) _{l if (1 + 2A)Vl ::;; (1+ 2A)V2 -A}
X Vl, V2 - .o otherwIse
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where A is the Lagrange multiplier associated with the constraint. Thus the
constraint can be rewritten as

,l.

f~ fovz - I+Z,l. (2vz -1- 2VI )dVIdvz = 0
I+Z,l. .

After integration, this constraint reduces to the following simple expression:

3Az +2A3 -1 o
6(1+2Ai

so that, at the optimum, A=1, and the second-best trading rule is given by

SB ( ) _ {1 if VI :::;; Vz - i}x ~,~ - .o otherwIse

Inefficient trade thus obtains whenever Vz - i :::;; VI < Vz. That is, under
symmetric information it would be efficient to trade, but under the second
best efficient contract trade does not take place.

Step 2: Implementing the Second Best through a Double Auction
Chatterjee and Samuelson (1983) consider the trading game where each
agent simultaneously makes a bid for the item, bi. If bi :::;; bz~ agent 1 trades
with agent 2 at a price P = (bi +b2 )/2. Otherwise, no trade takes place.
There exists a Bayesian equilibrium of this double-auction game where
agent 1 and agent 2, respectively, choose strategies

ht =O"I(VI) =i+fvI

bz = O"z(vz) =~+tvz
To check that this is indeed a Bayesian equilibrium, note that agent 1's

and agent 2's best response functions of this double-auction game are given
by the solutions to

and
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Each party i is thus trying to maximize his surplus (which is nonzero only if
b1 <b2) under the assumption that party j's bid is distributed according to the
density glbj ). Denoting the cumulative density by Glbj ) and using Leibniz's
rule, one obtains the first-order conditions for these respective problems:

and

In addition, for the candidate equilibrium strategies we have

(
3 1) 3 1G2 (b1) = Pr(b2 <~)=Pr V2 <-~ -- =-~--- -2 8 2 8

and thus

and similarly

3 3
G1(b2 ) =Pr(~ < b2 ) =-b2 --- 2 8

and thus

Substituting the values of gi(bj ) and Gi(bj ) in the first-order conditions,
one can check that we obtain the bidding functions we started with, that is,

and

which are indeed best-response functions to one another and thus form a
Bayesian equilibrium. In this eqUilibrium, trade takes place as in the second
best, that is, if and only if
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Note, however, that there are other equilibria of this game, which are nec
essarily inefficient compared with the second best. The worst equilibrium is
one where agent 1 always bids bi = 1 and agent 2 always responds with b2

= O. In that case trade never occurs. Unfortunately, it is not obvious a priori
that the two agents would naturally choose to play the most efficient equi
librium. There could thus be gains to specifying a more complicated game
where the set of Bayesian equilibria is smaller (possibly unique) so that the
outcome of the game is more predictable.

7.2.2.3 Summary and Caveat

A central insight of the theory of optimal contracting under asymmetric
information is that one should expect allocative inefficiencies to arise that
are similar to the classic inefficiency associated with monopoly pricing.
The novel lesson of the theory is that monopoly power is not just derived
from monopoly ownership of a scarce resource, but also from the infor
mational monopoly rent present in most contracting situations with
asymmetric information. We began this chapter by pointing. out that the
potential allocative distortions, arising from the uninformed party's attempt
to extract the informed party's informational rent, are reduced or even
entirely eliminated if the bargaining power is shifted to the informed
party. In more general contracting situations, however, where every
party has private information at the time of contracting, there is no clearly
identifiable "uninformed party" from whom the bargaining power is to
be taken away. In such situations, all parties are "uninformed" with
respect to the other parties' information, so to speak. One should therefore
expect allocative inefficiencies to arise under optimal contracting that are
driven by each party's attempts to extract the other party's informational
rent. Conversely, as we have illustrated, when neither party has private infor
mation at the time of contracting (and therefore no informational rent), one
should expect allocative efficiency to obtain, even if the contracting parties .
acquire private information at a later stage, which must be truthfully elicited
to be able to implement the efficient allocation. In other (more abstract)
words, allocative efficiencies are not attributable to the presence of incen
tive compatibility constraints per se, but rather to the combination of incen
tive compatibility and (interim) participation constraints.

We close this section with an important caveat to this general principle.
The analysis of contracting under private information in Chapters 2 and 6
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and section 7.2 has considered only asymmetric information about private
values. When instead the informational advantage concerns common
values, thenallocative inefficiencies generally obtain even in simple situa
tions where there is only one informed party. We illustrate this observation
with the following simple example.

Consider the problem faced by a buyer (agent 1) and a seller (agent 2) of
a painting.with the following valuations as a function of the state of nature 8:

vl(8)=a18-k1

vz(8) =az8 - kz

with

O<k1 <kz

The state of nature might measure how fashionable the painting is likely
to be. Suppose that only the seller observes 8 E [.e, OJ, where

kz -k1 -
8<--<8
- az -al

and that the buyer's prior belief is that 8 is uniformly distributed on the
interval [.e, OJ. Efficiency requires that the buyer acquire the good whenever

8 C. kz -k1

az -al

However, since only the seller knows the value of 8, it is not possible to
induce him to give away the good only for high values of e: the higher the
8, the more reluctant he will be to part with the good.4 In fact, the most one

4. Applying the revelation principle, consider the set of contracts (x(e), p(e)} over which
the contracting parties can optimize, with x(e) E [0, 1] the probability that the sale takes
place contingent on announcement eby the seller and P(e) the payment from the buyer to
the s~ller contingent on announcement e. Incentive compatibility requires that for any two e
and ewe have

(ale - kl )[1- x(e)] + p(e) ~ (ale - kl )(l- x(e)] + p(e)

and

or, combining these constraints,
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can achieve is either no trade at all or unconditional trade for a given price
(provided this does not violate IR constraints); depending on what gener
ates a higher expected surplus.

This simple example illustrates how, when there is private information
about common values, quite generally trade will be inefficient even if there
is only one-sided asymmetric information.

7.3 Auctions with Perfectly Known Values

In the previous subsection we showed how in the presence of bilateral
asymmetric information it may not always be possible to achieve efficient
trade. In this subsection we show how the potential inefficiency resulting
from bilateral asymmetric information can be reduced when there is com
petition among agents. We shall illustrate this general principle in the
simplest possible example where a seller faces two risk-neutral buyers com
peting to buy one indivisible good (say, a house). As before, each buyer has
two possible valuations for the good:

{

VH with probability [3i }

Vi = VL with probability 1- [3i

where VH> VL 2:: 0 and [3i denotes the seller's prior belief that buyer i =
1, 2 has a reservation value of VH. To keep things as simple as possible,
we shall assume here that [3i = [3 and that each buyer's value is drawn
independently.

When the seller (with cost normalized to 0) sets the terms of trade and
there is a single buyer, he sets a price equal to VH whenever [3VH 2:: VL, so
that inefficient trade occurs with probability (1 - [3). With two buyers effi
ciency is improved even if the seller sticks to the same pricing policy, since
inefficient trade now occurs only with probability (1 - [3? In other words,
efficiency is improved with two buyers just because the likelihood of the
seller facing a high-valuation buyer has increased. To some extent this
improvement is an artifact of the simple structure of our example. The"
general reason why efficiency is improved with "two buyers is that by getting

(o-e)[x(e)-x(o)] ~o
It follows that any incentive-compatible contract must be such that x(0) is (weakly) decreas
ing in o.
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the buyers to compete in an auction the seller can extract their informa
tional rent with smaller trade distortions.

7.3.1 Optimal Efficient Auctions with Independent Values

The seller's optimal auction design problem in this example takes a very
simple form. Since both buyers are identical ex ante, the seller can, without
loss of generality, restrict attention to symmetric auctions, where both
buyers are treated equally. Applying the revelation principle, an optimal
auction then specifies the following:

• Payments from buyers to the seller contingent on their announced reser
vation values {PHH, PHL, PLH, PLL}.

• Contingent trades {XHH' XHL, XLH,XLL}, where Xij denotes the probability of
buyer i getting the good given announcements Vi and Vj.

These contingent payments and trades must satisfy the usual constraints:

1. Feasibility: 2xHH :::; 1; 2xLL :::; 1; XHL + XLH :::; 1.

2. Buyer participation for high- and low-valuation types, respectively:

{3(XHHVH -PHH )+(l-{3)(xHLvH -PHL)~O

and

{3(XLHVL -PLH )+(l-{3)(xLLvL -PLL)~O

(IRH)

(IRL)

(ICH)

3. Incentive compatibility for high- and low-valuation types, respectively:

{3(XHHVH - PHH )+(1- {3)(XHLVH - PHL ) ~
{3(xLHVH - PLH ) +(1- {3)(xLLVH - PLL )

and

{3(XLHVL -PLH )+(l-{3)(xLLvL -PLL)~

{3(XHHVL -PHH )+(l-{3)(xHLvL -PHL ) (ICL)

An auction is efficient if and only if the item is allocated to the highest
value user. Since VH> VL, this statement means in particular XHL = 1 and
XLH = O. Since both buyers are identical ex ante, the seller can, without
loss of generality, restrict attention to symmetric auctions, that is, cases
where both buyers are treated equally. Therefore, efficiency also means
XHH =XLL =1-.
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Here, we restrict attention to efficient auctions and characterize the one
that maximizes the seller's expected revenue in ·this class. We know that, as
in Chapter 2, constraint (IRH) will hold, given that (IRL) and (ICH) both
hold. Moreover, (ICH) is likely to be binding at the optimum while (ICL)
is likely to be slack: indeed, if the seller knew the type of the buyer, he would
manage to extract all of her expected surplus. This possibility, however,
would induce a high-valuation buyer to understate her valuation in order
to limit this payment. Thus let us proceed under the assumption that only
(IRL) and (ICH) bind. Observing that all parties are risk neutral, we can
also express all payoffs in· terms of the expected payments Pi = f3PLH +
(1- f3)PLL and PH = f3PHH + (1 - f3)PHL- Therefore, the efficient auction that
maximizes the seller's expected revenue solves the following constrained
optimization program:

max 2[f3PfI +(1- f3)PI]
P/

subject to

f3!:-VH +(1-f3)VH -PfI > (1-f3)!:-VH -PI
2 - 2

(1- f3)!:-VL - PI> 02 -

(ICH)

(IRL)

At the 'optimum, the two constraints binds and uniquely pin down the
two choice variables; that is,

PI =(1-f3)VL
2

so that the seller's maximum net expected revenue from an efficient
auction is

(7.7)

5. This means that (ICL) will be satisfied:

f3!VH +(1- f3)VH - P/i =(1- f3)!VH - Pi
2 2

implies
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The seller obtains less revenue than the expected total surplus from
trade, which equals [1 - (1 - JJ?]VH + (1 - f3)2VL, because, just as in
Chapter 2, the seller has to concede an informational rent to each high
valuation buyer, equal to (1 - f3)(VH - vL)/2, the probability of the low
valuation buyer obtaining the object times the difference in valuations. In ex
ante terms, this information rent costs the seller 2JJ(1- f3)(VH - vL)/2, which
is in fact. the difference between the expected surplus from trade and the
expected revenue of the seller in expression (7.7). In the next subsection we
shall ask the question whether distortions from efficiency might be revenue
enhancing for the seller, that is, whether,just as in Chapter 2, the seller might
want the low-valuation buyers to have a lower probability of receiving the
object, so as to reduce the informational rent of the high-valuation buyers.

Before dealing with that question, let us consider the case where the
seller faces n > 2 buyers with independently and identically distributed
valuations:

{

V H with probability JJ }
Vi = VL with probability 1- JJ

As in the two-buyer case, the individual-rationality constraint (IRL) and
the incentive constraint (ICH) together imply that

(1- JJf-1

Pi = VL
n

and

The first condition says that the low-valuation buyers obtain zero rents,
since they pay VL times the probability that they get the object (which is the
probability that all other buyers are also low-valuation types, times lin,
since then the object is allocated at random). And the second condition says
that the high-valuation buyers pay VH times the probability that they get the
object minus the information rent. The (somewhat involved) probability
that they get the object depends on how many other high-valuation buyers
there are, since the object is allocated at random among all of them. The
key term, however, is the second one, that is, the information rent, which
again is the probability that a low-valuation buyer gets the object, times the



265 Static Multilateral Contracting

difference in valuations. But note that, as n ~ 00, thanks to competition, the
information rent tends to zero, so that the seller is able to extract almost
all the gains from trade as the number of bidders becomes large.6 And since
the object is then allocated almost for sure to a high-valuation bidder,? the
seller's expected revenue converges to VH.

7.3.2 Optimal Auctions with Independent Values

Let us return to the case with two buyers, where the seller has to concede a
positive information rent to the high-valuation types. As said before, the
seller may be able to increase expected revenue beyond the maximum
revenue obtainable with an efficient auction, [3VH + (1- (3)VL, by refusing to
sell to low-value buyers. Just as inefficiently high pricing may be optimal for
a seller facing a single buyer, inefficient auctions may yield a higher expected
net revenue than efficient ones. Indeed, by reducing XLL below ~ the seller
can relax the incentive constraint (ICH) and thus extract a higher payment
from high-value buyers.We now tum to the analysis of optimal auctions and
determine when it is optimal for the seller to set up an efficient auction.

Assuming again that only constraints (IRL) and (ICH) bind at the
optimum, the seller's optimal choice of xij is given by the solution to the fol
lowing optimization problem:

max 2[[3PfI +(1- (3)Pi]
Xij,P{

subject to

[f3xHH + (1-[3)XHLlvH -PfI =[[3XLH +(1-[3)XLL]VH -Pi

[f3xLH +(1- (3)XLL]VL =Pi

(ICH)

(IRL)

(feasibility)

Replacing Pir and PI in the seller's objective function using the con
straints (IRL) and (ICH), we obtain the reduced problem:

6. Each of the n buyers receives, with probability f3, an information rent equal to

(1- f3r-1

-_·-(vH-vd
n

And n times this expression tends to zero when n ~ 00.

7. It goes to a high-valuation buyer whenever there is at least one, that is, with probability
1 - (1 - [f)n-l, which tends to 1 when n ~ 00.
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max2j3{[fJxHH +(1- j3)xHdvH -[fJxLH +(1- j3)XLL](VH -VL)}
Xij

+ 2(1- j3)[j3XLH +(1- j3)XLL]VL

subject to

(feasibility)

The optimal values for Xij can now be determined by evaluating the signs
of the c6efficients of Xij in the seller's objective function:

o Consider first XHH' Its coefficient is 2j32vH, which is strictly positive. It is
therefore optimal for the seller to set XHH =t-
o Next, note that the coefficient of XHL, 213(1 - j3)VH' is always positive so
that it is optimal to set XHL =1 - XLH' Moreover, it is bigger than the coef
ficient of XLH, 2[_j32(VH - VL) + 13(1- j3)vd, so that it is optimal to set XHL =
1 andxLH= O.

o Finally, the coefficient of XLL is

2[-13(1- j3)(VH -VL)+(l- 13)2VL]

so that it is optimal to set XLL = t if and only if (1 - j3)VL ;::: j3(VH - VL);
otherwise, it is optimal to set XLL = O.

The optimal auction thus again implies "efficiency at the top," that is,
maximum probability of trade (subject to feasibility) for high-valuation
buyers. When the seller faces two low-valuation buyers, the good is traded
if (1 - j3)VL ;::: j3(VH - VL), in which case the seller's expected payoff is j3VH +
(1- j3)VL' If instead (1- j3)VL < j3(VH - VL), then the good is not traded and
the seller's expected payoff is then [132+ 213(1 - j3)]VH.

Note that when the seller faces only a single buyer, he decides to exclude
the low-valuation buyer under the same condition [(1- j3)VL < j3(VH - VL)],
so that monopoly distortions are the same whether there is a single buyer
or multiple buyers competing for the object. The only difference is that
with multiple buyers the likelihood of inefficient exclusion of low
valuation buyers is lower. Interestingly, if a seller facing two buyers has
the option of producing a second item at zero cost, then he will always
want to produce the second item and sell both items at a price P = VL when
(1 - j3)VL ;::: j3(VH - VL), and when the opposite inequality holds at price
P=VH.
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7.3.3 Standard Auctions with IndependentValues

It is interesting to compare the optimal auction (from the point of view of
the seller) with standard auctions frequently used in practice. There are at
least four widely known and used auctions-the English auction, the Dutch
auction, the Vickrey auction, and the first-price sealed-bid auction. Each of
these auctions defines a game to be played by buyers (or bidders), where
the strategies of the buyers are either bids (price offers) or continuation/exit
decisions.

English Auction The English auction is, perhaps, the best-known auction.
The moves of each buyer at any stage of the auction are to announce a price
offer that is higher than any previously announced bid, stay silent, or drop
out. The auction ends when no new price offers are forthcoming. The good
is sold to the highest bidder at the price offered by that bidder, provided
that the highest bid exceeds the introductory price set by the seller. Even
though this is in many ways a rather simple auction, it is sometimes useful
to simplify its rules even further and to mtroduce an auctioneer who
continuously raises the asking price. The buyers' moves then are simply to
"continue" or to "exit."

Dutch Auction The auctioneer starts the Dutch auction game by calling
a very large asking price and continuously lowering the price until a buyer
stops the process by accepting the last quoted asking price. Just as in the
simplified English auction, bidders have only two moves: "stop" or "con
tinue." The first buyer to stop the process gets the good at the last price
quoted by the auctioneer.

Vickrey Auction Here buyers simultaneously offer a price in a sealed
envelope. The auctioneer collects all the bids and sells the good to
the highest bidder at the second-highest price offer, provided that the
second-highest offer is above the introductory price. If it is below
the minimum price offer, but the highest bid is above it, then the highest
bidder gets the good at the introductory price. If two or more bidders
offer the highest price, then the good is allocated randomly to one of·
them at the highest price. In this auction buyers' strategies are simply price
offers.

First-Price Sealed-Bid Auction All the rules are the same as for the
Vickrey auction, except that the good is sold at the highest pri<:;e offer.
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These four auctions seem rather different at first sight, and a seller facing
the choice of any of these four auctions as the selling procedure for his good
may be at a loss determining which is best for him.

If the seller and buyers are risk neutral and if the buyers' valuations are
independently drawn from the same distribution, it turns out that it does
not matter which of these auctions the seller chooses: as we will see, they
all yield the same expected revenue. What is more, despite first appearances,
the EngJ;ish auction and the Vickrey auction yield the same symmetric equi
librium outcome in this case. The Dutch and first-price sealed-bid auctions
are strategically equivalent.

Consider first the English and Vickrey auctions, where each bidder has a
unique (weakly) dominant strategy: In the English auction the dominant
strategy is to "continue" until the ascending asking price process hits the
reservation value of the bidder and then to "stop." This strategy clearly
dominates any strategy involving "continuation" until after the asking price
has been raised above the bidder's reservation value. It also dominates any
strategy where the bidder "stops" before the asking price has hit her reser
vation value.

In the Vickrey auction each bidder's dominant strategy is to offer a price
equal to her reservation value. With such an offer the bidder ends up getting
the good at the second-highest bid-a price independent of her own
announced offer-whenever she has made the highest offer. If a price equal
to her reservation value is not the highest offer, then the good is necessar
ily sold at a price greater than or equal to her reservation value. Clearly, no
bidder would want to acquire the good at such a high price. Thus the strat
egy of bidding her reservation value clearly dominates any strategy where
the bidder offers a higher price. It also dominates price offers below the
bidder's reservation value: such bids either do not affect the final outcome
(when they remain the highest bid, so that the good is still sold to the highest
bidder at the second-highest bid), or they adversely affect the outcome
(when they are no longer the highest bid, so that the bidder loses the good
to another bidder).

In sum, the equilibrium prices and the finai allocations in the unique sym
metric dominant-strategy equilibrium are the same under the English and
Vickrey auctions, so that the seller ought to be indifferent between them.
What is the seller's expected revenue? With probability f32 both buyers have
high valuations and offer VH. In that case each buyer gets the good with
probability i at price VH' With probability 2f3(1 - (3) one buyer has a high
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valuation and the other a low valuation. In thjs event the high-valuation
buyer gets the good at the second-highest price VL' Finally, with probability
(1 - f3)2 both buyers have a low valuation. Then either buyer gets the good
with probability 1at price VL. Thus the expected revenue from the Vickrey
and English auctions is

f32VH +(1-f32)vL

Also, the expected payoff of a VL buyer is zero, while a VH buyer gets an
expected payoff of (1 - f3)(VH - VL).8

Consider now the Dutch and first-price sealed-bid auctions. They are
equivalent in the sense that the strategy sets and the allocation rules are
the same in both auctions. Indeed, in the Dutch auction, the game stops as
soon as someone accepts a price, so that the strategy set can be thought of
as a price one would be ready to pay given one's valuation. And the allo
cation rule in both auctions is that the good goes to the highest bidder at
the highest offer.

In order to determine the outcome of these auctions, note first that,
unlike in the Vickrey and English auctions, there is no dominant strategy
for either player in the Dutch and first-price sealed-bid auctions. It is then
less clear what the outcome of the game is likely to be for the latter two
auctions. Ever since Vickrey's pioneering article appeared, the (symmetric)
Bayesian equilibrium has been singled out as the most plausible outcome
for these games.

More precisely, in each auction a player's strategy is given by bi(v), the
bidding function chosen by player i. Because the distribution of valuations
is discrete in our simple two-type model, we must allow for mixed strate
gies. The reason is the following: Suppose that bidder 1 chooses the pure
strategy b1(v) = v [or b1(v) :::; v with b1(VH) sufficiently close to VH]; then
bidder 2's best response is to set b2(VL) =b1(VL) =VL and b2(VH) =b1(VL) +
c (with c> 0 but arbitrarily small). If bidder 2 has a high valuation, she then

8. Note that there also exist asymmetric Bayesian equilibria in the Vickrey and English auc-.
tions. For example, bidder 1 may playa "preemptive" bidding strategy and always bid VH' A
best response of the other bidders is then to always bid VL. But if all other bidders bid VL, then
one best response for bidder 1 is to bid VH in the Vickrey auction and to "continue" until the
price has reached VH in the English auction.

As we discuss later in the chapter, these two auctions do not yield equivalent outcomes in
general. For example, when bidders have imperfectly known (common) values, then the two
auctions produce different outcomes.
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gets an expected return of (1- f3)(VH - VL - e). But bidder l's best response
to bidder 2's pure strategy then is to set b1(VH) = VL + 2e, and so on. The
point is th~t, since winning bidders must pay a price equal to the winning
bid, they have an incentive to reduce their bid below their valuation even
if they thereby run the risk of losing the good to the other bidder. Thus a
high-valuation buyer may want to make a bid that is just marginally higher
than VL' But if her behavior is anticipated, another high-valuation bidder
will outbid her. Thus high-valuation buyers must randomize to keep other
bidders. guessing. Since they must be indifferent between any bids they
choose, they will, with positive probability, choose only bids in the interval
(VL' b),where bsolves the equation

(1- f3)(VH -VL) =(VH - b)

As for low-valuation buyers, their equilibrium strategy is simply the pure
strategy b(VL) =VL. To see this point, observe, first, that a bidder will never
want to choose b(vL) > vL. Second, the best response to any pure strategy
b(VL) < VL is b(VL) + e. Finally, the best response to any mixed strategy with
support [bL, vd, where bL < VL, is to choose some (mixed) strategy with
support [bL, vd, where bL > bL. In sum, the game played by low-valuation
bidders is essentially identical to a Bertrand price-competition game, which
induces them to compete away all their rents.

Consequently, consider the symmetric (mixed strategy) Bayesian
equilibrium, where b(VL) = VL and feb IVH) is the equilibrium distribu
tion of bids of high-valuation buyers, with b belonging to the open interval
(VL' b). By symmetry, the equilibrium probabilities of winning the auction
for a low- and high-value buyer are, respectively, (1 - f3)12 and f312 + (1 - f3).
These are the same as in the English (and Vickrey) auction. In addition,
low-valuation buyers get a net expected return of zero,just as in the English
(and Vickrey) auction. As for high-valuation buyers, their expected return
from bidding b = VL is approximately (1 - f3)(VH - VL)' Since expected
payoffs from any bid bE (VL' b) must be the same in a mixed-strategy equi
librium, we can conclude that a high-valuation buyer's equilibrium expected
payoff in the Dutch (and first-price sealed-bid) auction is (1 - f3)(VH - VL),
the same as in the English (and Vickrey) auction. And given that, for each
type, the bidders' equilibrium expected payoffs and probabilities of winning
the auction are the same in all four auctions, we conclude that the seller's
expected revenue must also be the same in all four auctionsl This expected
revenue is
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Note that this expected revenue is lower than the revenue generated by the
optimal efficient auction, which is

The reason for this difference in revenue is that the high-valuation buyer
obtains more rents in the standard auctions than in the optimal efficient
auction; that is, her incentive constraint is not binding: she strictly prefers
her own bidding strategy to the bidding strategy of the low-valuation buyer.
This is not the case when the seller excludes the low-valuation type, that is,
sets an introductory price of VH. In this case, the standard auctions gener
ate the same revenue as the optimal auction where one sets XLL =O. There
fore, exclusion of the low types is a more attractive option if one is restricted
to standard auctions instead of being able to choose the optimal efficient
auction.9

In the two-type case, therefore, we have revenue equivalence for the four
standard auctions but not revenue equivalence between these four standard
auctions and the optimal auction. It turns out that revenue equivalence is
strengthened when we go from two types to a continuum o~ types, as the
next section shows. -.

7.3.4 Optimal Independent-Value Auctions With a Continuum of Types:
The Revenue EqUivalence Theorem

Let us come back first to the bilateral contracting problem with one unin
formed seller and one informed buyer considered in Chapter 2. Note that
it can be extended in a straightforward manner to a situation with several
buyers if the seller has an unlimited number of items for sale. In the extreme
case where there is a very large number of buyers with identically,
independently distributed types, all it takes then to adapt the one-buyer
one-seller theory is to reinterpret the cumulative distribution function F(e)
as a population distribution indicating the fraction of buyers with prefer
ence types no greater than e. If there is a smaller number of buyers.
with independently distributed types, the seller's problem can simply be

9. Remember thatxLL =0 is part of an optimal auction if (1- (3)VL::; (3(VH- VL)' Exclusion will
thus occur if one is restricted to choosing a standard auction even in some 'cases where
(1- (3)VL > (3(VH- VL)'
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reformulated as the one-buyer problem by defining F(8) =Ili::l Fi(Oi), where
0= (~, ... , On).

However, if the seller has only a limited number of items for sale, the
seller's problem is not just an optimal nonlinear pricing problem, but
becomes an optimal multiunit auction problem. In this subsection we con
sider the optimal multiunit auction problem with risk-neutral, independent
valuation buyers of Maskin and Riley (1989) and show how it can be
analyzed more or less as an optimal nonlinear pricing problem. This work
extends the pioneering contributions of Myerson (1981) and Riley and
Samuelson (1981) on revenue equivalence and on optimal auctions.

Suppose that the seller can sell only qo units of a given good. There are
n buyers (n;?: 2) with preferences defined as in Chapter 2: ulq, 1) =OiV(q)
- T, where Oi is distributed on [~, 0] with cumulative distribution function
Fi( Oi). Applying the revelation principle, the seller's problem is then to
design a multiunit auction (qi(8i , 8_i), Ti(8h 8_i)}, where (Oi' O-i) == 0, qidenotes
the quantity of items obtained by buyer i, and T i is buyer i's payment to the
seller. Of course, the quantity of items sold cannot exceed the total quan
tity available, which we denote by qo:

'iqi(Oi, O-i) =5: qo for all (8i, O-i)
i=l

Buyer i's expected payoff in a Bayesian equilibrium for this auction is then

ni(eh Oi) == £9-i {8iv[qi(ei,8_i)]}- T;(ei)

where Ti(ei) =E9JTi(ei, 8_i)]. Indeed, in a Bayesian equilibrium, each player
expects the other players to play the equilibrium, that is, truth-telling, strate
gies, so that expectations of payoffs are computed using the true type dis
tributions of the other players. Truth telling in the multiunit auction is
incentive compatible if and only if

ni(Oi, OJ == m.axni(ei ,8i )
9;

One can check that, just as in Chapter 2 and in section 7.2.2, incentive com
patibility is equivalent to the monotonicity of E9Jqi( ei, e-i)} with respect to
8i plus local incentive compatibility, which after integration implies

(7.8)

From the definition of ni(ei,~Oi) and from equation (7.8) we thus have
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so that the seller's expected revenue from buyer i is given by

Integrating the second term by parts, we get

T/ = f: Ee_{ev[qi(8)]-7riC(t,(t)- vh~~~~~]lf;C8Jd8i

where hie8i) = fK8i)/[(1 - Fi ( 8i)] is the hazard rate. The seller's problem can
now be expressed as

subject to

"iqi(8):5;qo
i=l

7riC(t,(t) ~ 0 for all i

Ee_i {Qi(8)} nondecreasing in 8i

(feasibility)

(interim IR)

(monotonicity)

This reformulation of the problem shows that the expected revenue of the
seller is fully determined by the rents granted to the lowest types of buyers,
that is, 7ri(fl, fl), as well as the allocation rule for the good, that is Qi(8), and
that all this is true independently of the specific payments made by the
parties for each vector of types 8. This outcome is the result of incentive
compatibility, which, in the case of a continuum of types {with fie8i) > 0 for
all 8/s on [fl, e]}, pins down uniquely the increase in rents of each type once
7ri(fl, fl) and qi(8) have been chosen. This result is the revenue equivalence
theorem, due to Myerson (1981) and Riley and Samuelson (1981). It does.
rely on the independence of valuations (which determines the way in which
we have taken expectations) and on buyer risk neutrality, two assumptions
we will relax in the examples that will follow. The preceding result, however,
does not depend on any symmetry assumption in the distribution of valu
ations, but this assumption will be needed in order to compare the optimal
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auction with standard auctions (symmetry will be relaxed in an example in
a subsequent section).

To compute the optimal auction and compare it with standard auctions,
let us for simplicity restrict attention to the case where buyers have unit
demands and their preferences are given by

e( )_{eiq for q ::; 1
i V qi - :ei for q>l

Moreover, we assume that Flei) == F(ei) and satisfies the regularity
condition

l-F(eJ . . .. e
!(e

i
) IS mcreasmg m i

so that we need not consider the possibility of bunching, and we can safely
ignore the monotonicity condition, which will be automatically satisfied at
the optimum. We refer the interested reader to Maskin and Riley (1989)
for an exposition of the case where the regularity condition fails. It suffices
to say here that the nature of the solution in this case is qualitatively similar
to the solution in the one-buyer problem considered in Chapter 2.10

Given these assumptions we can rewrite the seller's optimization
problem as

subject to

iqi(e)::;qo
i=l

10. It is worth higWighting that the optimal auction problem we started out with, where
each bidder has only two possible valuations for the item, is in fact the limit of a problem
where each bidder has a continuous distribution of valuations on some interval, but where
almost all the probability mass is centered on only two values. For such extreme distributions
J( 8D is not increasing in 8i, so that the optimal solution involves bunching. Bunching can
be understood as a general form of conditional minimum bid restriction. It is generally pos
sible for the seller to raise expected revenue by imposing such restrictions. It is for this
reason that the optimal auction may yield strictly higher expected revenue than the four
standard auctions in the two-types case (when the latter do not impose such minimum bid
restrictions).
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Note that this reformulation takes into account the fact that at the optimum
nlfl, fl) =0 for all i.

Substituting for I( (}i), we have

subject to

O:::;qi((}):::;l and Iqi((}):::;qo
i=l

Define e= int{ (}i I I( (}i) 2:= OJ. Under our assumption that I( (}i) is increas
ing, we have I( (}i) > 0 if and only if (}i > e. Thus the optimal selling strategy
is to sell up to qo units to those buyers with the highest valuations in excess
ofe.

How does this optimal selling procedure compare with standard
auctions? In an English auction and a Vickrey auction, if the seller sets an
introductory price of e, this optimum will be reached, since it will mean that
(1) buyers with valuations below ewill earn zero rents, and (2) the objects
will be allocated to the highest-valuation buyers in excess of e. And the
same will be true of the first-price sealed-bid auction and the Dutch auction
with an introductory price of e, if we can show that bids are increasing with
valuation ·(so that the objects will .be allocated to the highest-valuation
buyers in excess of e) in the symmetric Bayesian equilibrium. Let us show
this result, for example, in the case where buyer valuations are uniformly
distributed on [0, 1] and where the seller faces two buyers and has a single
object to offer. Let glbi) be the probability that buyer i expects to obtain
the object if she bids bi. If her valuation is (}i' she solves

Indeed, she trades off the probability of winning with the surplus upon
winning. The first-order condition of this problem is

Let us now look for a symmetric equilibrium where bids are increasing
with the valuation, that is, bl (}i) such that db/d(}i > O. This means that
the equilibrium probability of winning the object, g(b i ), for somebody
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with valuation ei is in fact g[b i( ei)] = ei (given that the e/s are uniformly
distributed on [0, 1]). Replacing ei by g(bi) in the preceding equation
yields

The solution of this differential equation is g(bi) = 2bi, and since ei =g(bi),

this implie~ bi = e/2: each buyer bids half her valuation, so that higher
valuation buyers get the object, thereby generating the same expected
revenue for the seller (given the same introductory price, here normalized
to zero)· as the English or Vickrey auctions, and the same expected
revenue as the optimal auction if the appropriate introductory price is
chosen. And this result holds despite the fact that, for specific vectors
of valuations, these auctions do not imply the same payments. (In particu
lar, the English auction extracts more revenue when the two highest real
ized valuations happen to be "close by," and the Dutch auction extracts
more revenue when the two highest realized valuations happen to be "far
apart.")

All four standard auctions are therefore optimal if they set the appro
priate introductory price, in this symmetric setup with risk-neutral buyers
and independently drawn valuations. Let us now look at examples where
this revenue equivalence may fail.

7.3.5 Optimal Auctions with Correlated Values

Let us now drop the assumption of independence of buyer valuations. As
we shall see, relaxing this assumption has a crucial impact on the optimal
auction. This can be seen in a two-type case, but is much more general, as
shown by Cremer and McLean (1988). Denote by f3ij the probability that
buyer 1 has valuation Vi and buyer 2 valuation Vj (where i = L, Hand j =L,
H), and suppose that the buyers' valuations are correlated, so that f3HHf3LL
- f3HLf3LH =1= 0 [instead, under independence, there exists 13 such that 132=f3HH,
(1 - 13)2 = f3LL, and 13(1 - 13) = f3LH= f3Hd.

What is the revenue of the four standard auctions in this case? Under the
English (and Vickrey) auction the seller's expected revenue is f3HHVH+ (1
f3HH)VL' It is straightforward to check that under the Dutch (and first-price
sealed-bid) auction the seller obtains the same expected revenue. Indeed,
in the latter two auctions a buyer with valuation VL obtains an expected
return of zero and a buyer with valuation VH obtains (1 - f3HH)(VH - VL) just
as in the English (or Vickrey) auction. Hence, the seller must also receive
the same expected revenue.H ~
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While correlation does not imply dramatic changes for the four standard
auctions, the same is not true for the optimal one: the seller can now obtain
an expected revenue of f3LLVL + (1 - f3LL)VH, that is, extract all the surplus
from the buyers! To see this result, consider the general contract (or
auction) specifying the following:

• A payment Pij from buyer 1 when her value is Vi and buyer 2's value is Vj

(Pji then denotes the payment from buyer 2).

• An efficient allocation of the good xib that is, XHH = XLL = {, XHL = 1, and
XLH= O.

Such a contract extracts all the buyers' surplus if it is incentive compat
ible and if the buyers' individual-rationality constraints are binding for all
types, or if

f3LL(V; -PLL )-f3LHPLH ;;::f3LL(VL-PHL)+f3LH(V; -PHH )

f3HH( v; -PHH ) + f3HL (VH - PHL );;:: - f3HHPLH + f3HL( v; -PLL )

and

f3LL(V; -PLL )-f3LHPLH =0

f3HH(V; -PHH )+ f3HL(VH -PHL)=O

(ICH)

(IRL)

(IRR)

Since correlation means that f3LLf3HH - f3LHf3HL :j:. 0, we can in fact find Pq's
such that these four conditions are satisfied. To see this point, first rewrite
the two participation constraints as follows:

(IRL)

(IRR)

11. This revenue equivalence between the four auctions with correlated values is valid only
in our special example with two possible valuations for each buyer. The appendix of this
chapter (section 7.7) shows that it breaks down with three different valuations.
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Next, define ~ = ([3HH[3LL)/([3HLf3LH) , which differs from 1 because of
correlation. Using the two preceding equations and the fact that the
equilibrium surplus of each buyer is zero, we can rewrite the two incentive
constraints as follows:

O~ f3~H (VL -[3VH)-f3LL(VH-vd+f3LH(~-1)PHH

O~ f3~L (v~ -f3Vd+f3HL(~-1)PLL

(ICL)

(ICH)

As we can see, it is possible to satisfy these incentive constraints and
therefore to extract the entire first-best surplus for the seller whenever
there is dependence between valuations, that is, whenever ~ '* 1. In the case
of positive correlation (~> 1), we just need to set PHH and PLL low enough.
Intuitively, we deter deviations from truth telling by the high-valuation
buyer by requiring from her a low enough PLIJ1 and therefore, by the par
ticipation constraint for the low-type (IRL), a high enough PLH. This helps
to satisfy the incentive constraint for the high-type (ICH) because, when a
given buyer i has a high valuation, not telling the truth becomes costlier:
the probability that the other buyer, j, has a high valuation too, and thus
that the payment to be made is PLH instead of PLL, is higher than when
buyer i has a low valuation. The same is true, mutatis mutandis, for a low
valuation buyer. And the same principle applies in the case of negative cor
relation (~< 1), but then it means setting PHHand PLL high enough: once
again, the idea is to set the higher payments in the states of nature that are
less probable under truth telling than under deviations from truth telling.

We have thus presented a mechanism that allows the seller to extract the
full efficient surplus. Note, however, that it works under the double assump
tion that (1) the buyers are risk neutral, and (2) they have no resource con
straints. Indeed, note that the payments will have to vary a lot across states
of nature when correlation becomes small, that is, when ~ -7 1.

7.3.6 The Role of Risk Aversion

Let us now see what happens when we relax the assumption of risk neu
trality. We shall limit ourselves here to considering a two-type example and
comparing the performance of standard auctions. This approach, however,
will give us the intuition of the role of risk aversion more generally.
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Suppose for now that both buyers' preferences are represented by the
strictly increasing and concave von Neumann-Morgenstern utility function
u(·). How does risk aversion affect the buyers' bidding strategy? Note, first
of all, that the buyers' bidding behavior in the English (and Vickrey) auction
is unaffected by their attitudes toward risk. Whether a buyer is risk averse
or not, it is always a best response to "continue" until the asking price hits
the reservation value (or to bid the reservation value in the Vickrey
auction). Thus the seller's expected revenue in these auctions is not affected
by buyers' risk aversion.

In the Dutch (and first-price sealed-bid) auctions, however, risk aversion
affects equilibrium bids.To see how, compare the high-value buyer's equilib
rium (mixed) strategy under risk neutrality and risk aversion.12 When the
buyer is risk neutral, her expected payoff from a bid b E (vL, b) is given by

[1-P+pF(b)](VH -b)

where F(b) denotes the cumulative probability distribution function of bids
of the high-value buyer

F(b) = rb f(ylvH)dyJVL

When the buyer offers b = VL, her expected payoff is (1- P)(VH- VL), and
since in a mixed-strategy equilibrium all bids that are made with positive
probability must yield the same expected payoff, the following equation
holds in equilibrium:

When buyers are risk averse, this equation becomes

[1-P+PF(b)]u(vH -b) = (1-f3)U(VH -VL)

(7.9)

(7.10)

where F(b) now denotes the cumulative probability distribution function
of bids of the high-value buyer when she is risk averse. Rearranging equa
tions (7.9) and (7.10) we obtain

1+ PF(b) = VH -VL
(1-P) vH-b

12. Recall that. for low-value buyers (whether they are risk averse or risk neutral), the equi
librium strategy is simply the pure strategy b(vd =VL'
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and

Since u(·) is a strictly concave function, we know that

U(VH -VL) VH -VL---:..=-----'-<---
U(VH -b)i vH-b

so that F(b):::; F(b), with F(b) < F(b) for b belonging to the open interval
(VL' b), or 1- F(b) > 1- F(b). In other words, a high-valuation risk-averse
buyer is more likely to make high bids than a high-valuation risk-neutral
buyer. Because she is risk averse, the high-valuation buyer wants to insure
herself against the bad outcome of losing the item to the other buyer by
raising her bid. Therefore, the Dutch (and first-price sealed-bid) auction
raises a higher expected revenue than the English (and Vickrey) auction
when buyers are risk averse.

It can be shown that a seller may be able to raise an even higher expected
revenue from risk-averse buyers by charging a fee for participating in the
auction (see Matthews, 1983; Maskin and Riley, 1984b). Such a fee amounts
to a positive penalty on losers. This penalty has the effect of inducing risk
averse buyers to bid even higher so as to insure themselves against the bad
outcome of 10sing.13

7.3.7 The Role of Asymmetrically Distributed Valuations

What happens when we drop the assumption of symmetry? Once again, let
us start with the two-type case. Suppose that the two buyers have different
probabilities of having a high valuation for the good. Without loss of gen
erality, assume f3z > A. Then the expected revenue of the seller in the
English (and Vickrey) auction is given by Af3ZVH + (1- Af3Z)VL. Under the
Dutch (and first-price sealed-bid) auction, however, expected revenues will
be lower. To see this result, consider the equilibrium bidding strategies of
the two players when they have low and high valuations for the good. We
can say the following:

13. Note that (in contrast to the situation with a single buyer) this result holds irrespective of
whether the buyer has preferences that exhibit decreasing or increasing absolute risk aver
sion. The point here is that while the penalty for losing lowers the equilibrium bid of a low
value buyer, this is only a second-order effect, while the resulting increase in the high-value
buyer's bid is of first order.
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• First, either buyer, when she has a low valuation, bids VL, for the same
reasons as in section 7.3.3. Therefore, by bidding just above VL, buyer 1
obtains at least (1 - f3l)(VH - VL) > 0 when she has a high valuation, while
buyer 2 obtains at least (1- A)(VH - VL) > 0 when she has a high valuation.

• Second, each high-valuation buyer's equilibrium bidding strategy is again,
as in section 7.3.3, a mixed strategy. And both buyers must have the
same maximum bid, bH« VH), in equilibrium: otherwise, since equilibrium
strategies are correctly predicted, the buyer with the higher maximum bid
can, without lowering her probability of winning, lower her maximum
bid toward the maximum bid of her opponent. Moreover, this maximum
bid cannot be chosen by either bidder with strictly positive probability: if
one's opponent bids bH with strictly positive probability, bidding bH is dom
inated by bidding just above bH : then one obtains the good for sure instead
of with probability~. Consequently, whenever a bidder bids bH, she obtains
as payoff VH - bH.

• Third, obviously, each bid that is made with positive probability by one
of the buyers in equilibrium must yield the same expected payoff to that
buyer. Equating the payoffs between bidding bH and bidding Gust above)
VL, we obtain

where ais the positive probability that buyer 2 bids VL. Indeed, we need to
have buyer 2 bidding less aggressively against the weaker buyer 1 in order
to have both payoffs equal to VH - bH.This means that buyer 2 will bid with
strictly positive probability like low-valuation buyers. Note that, under sym
metry, a= o.

We are now ready to derive the seller's expected revenue. It is equal to
the total surplus from trade minus the rents accruing to the buyers. Since
the auction is efficient,14 the expected total surplus equals

Moreover, low-valuation buyers earn zero r~nts, while high-valuation
buyers earn (1- A)(VH - VL). The sum of expected rents of the two buyers
is therefore

14. "Efficiency" requires that if bids are equal, the higher-valuation buyer obtains the good:
this in fact strengthens the result that the expected revenue here is lower than that of an
English auction.
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and the seller's expected revenue is

[3fVH +(1- [3f)VL

which is strictly less than the expected revenue under the English (and
Vickrey) auction.

Intuitively, the reason why revenue equivalence breaks down when
buyers' e~pectedvaluations differ is that in the first-price sealed-bid auction
the extent of competition between bidders is determined by the weaker
bidder. This result, however, is not very robust. For example, the Vickrey
auction may yield lower expected revenue than the first-price sealed-bid
auction when the two bidders' valuation supports differ. To see this possi
bility, suppose that the only difference between the two bidders is that
vir> vk; otherwise, vi = vi= VL and [31 =[32 =[3. The seller's expected revenue
in the Vickrey auction is then [32vk+ (1- [32)VL. But in the first-price auction
expected revenue is strictly higher because the second buyer bids more
aggressively when vir> vk than when vir = vk. In fact, under asymmetry, there
is no general result on the relative merits of first-price versus Vickrey auc
tions (see Maskin and Riley, 2000, for a more complete analysis of asym
metric auctions).

7.4 Auctions with Imperfectly Known Common Values

In many auctions, buyers may not have perfect information about the value
of the item for sale. If all buyers are risk neutral and their valuation of the
item is independent of other buyers' valuations, then the theory developed
in the previous subsection is still relevant. The only change that is required
is to replace the bidders' true value by their expected value.

However, if a buyer's final value depends on information other bidders
may have, then the auction-design problem is fundamentally different. In
this section we consider a simple example of an auction problem where
buyers have imperfectly known common values. Many if not most auctions
in practice are of this form. For example, art, treasury bill, or book auctions
are effectively imperfectly known common-value auctions: most bidders do
not know exactly how much the items to be auctioned are worth to others,
and part or all of their own valuation for the item depends on what they
believe to be the resale value of the item.
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In our example the item for sale has a value v E {H, L}, where H> L >
O. Nobody knows the true value of the item. The seller and two buyers have
a prior belief ~ that the item has a high value, H. The buyers receive an
independent private estimate of the value or signal, Si E {SH' sd, and thus
have private information about the value of the item. When the value of
the item is H, the probability of receiving signal SH is p > l Similarly, when
the value is L, the probability of receiving signal SL is p > l Thus a buyer's
expected value upon receiving the signal SH is given by VH = E[v ISH] =

pH + (1- p)L. Similarly, VL =E[v Isd =pL + (1- p)H.

7.4.1 The Winner's Curse

The main change introduced by buyers' imperfect knowledge of their value
is that thebidding process and the outcome of the auction may reveal infor
mation that induces bidders to revise their valuation of the item. One piece
of information that is revealed to the winner of the auction-the highest
bidder-is that she received an estimate of the value that was more favor
able than the estimates of all other bidders. That information leads her to
lower her valuation of the item. This phenomenon is known as the winner's
curse: Winning is in a sense bad news, since it reveals that the winner over
estimated the value of the item.

In our example the winner's curse takes the following form: Suppose that
the seller puts the item up for sale in a Vickrey auction, and suppose that
buyers behave as before and bid their expected reservation value VH or VL.

Then the highest bidder wins and gets the item at the second-highest bid.
When one buyer gets the signal sHand the other the signal SL, the winner gets
the item at the price VL, but her value conditional on winning-vw-is now

Even if winning brings about a downward revision of the value, the
winner of the auction still makes a positive net gain, since

When both buyers get the signal SH, each one has a 50% chance of
winning and paying the price VH. In this case winning actually results in an
upward revision of the value, and the winner's net payoff is strictly positive.
In other words, in this event there is a "winner's blessing":
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p 2H +(1-p)2 L
vw=E[vl(SH,SH)]= 2 >pH+(1-p)L=VH

p2+(1_p)

Finally, when both buyers get a signal SL, the winner's net gain is nega
tive, since

and in this case we have the winner's curse.
Several lessons can be drawn from this analysis. First, winning is not

entirely bad news in the Vickrey auction, even if the winner may be led to
revise her valuation downward. In fact, winning may even be a blessing if
the second-highest bid (which is the price the winner must pay) reveals a
high-value estimate from the other bidder. Second, winning is always bad
for those bidding VL. Consequently, buyers with a value VL will bid below
their ex ante value, so that bidding one's own (expected) value is no longer
a dominant strategy. Third, the buyers with an ex ante value VH are better
off bidding above their value VH. Indeed, this bid would not affect their
final payoff in the event that the other bidder has a low-value estimate,
but it would raise their probability of winning against a high-value buyer
bidding VH.

It should be clear at this point what the Bayesian equilibrium in the
Vickrey auction is in our example:

1. Buyers receiving the signal SL optimally bid

b -E[ I( )]_p2L +(1_p)2H
L - v SL, SL - 2

p2 +(1-p)

With any higher bid they would make a negative expected net gain, as we
illustrated previously. The best response to any lower bid, b < bL , is to raise
the bid by 8> 0 so as to outcompete the other bidder in the classic Bertrand
fashion.

2. Buyers receiving the signal SH bid

b -E[ I( )]_p2H +(1_p)2 L
H - v SH, SH - 2

p2 +(1-p)



285 Static Multilateral Contracting

Any higher bid would produce a negative expected net gain. And the best
response to any lower bid, b < bH, is again to raise the bid by c > 0 in the
classic Bertrand fashion.

Hence, the expected revenue from the Vickrey auction in our example is

![p2 _(1_p)2](H _L)+P2L +(1-p ):H
2 p2+(1_p)

7.4.2 Standard Auctions with Imperfectly Known Common Values in the 2 x 2
Model

We saw that when buyers have perfectly known values for the item to be
auctioned off, then the English and Vickrey auctions yield the same
expected revenue and are in essence equivalent. The same is true of the
Dutch and the first-price sealed-bid auction. Moreover, when the buyers'
values are independent, these four auctions all yield the same expected
revenue.

With imperfectly known buyer values, only the Dutch and first-price
sealed-bid auction are equivalent in general. The equivalence between
the English and Vickrey auctions breaks down with more than two buyers
and more than two types, essentially because the English auction aggre
gates the dispersed estimates of the buyers more efficiently and, thus,
reduces the winner's curse problem. Thus in the general model with n > 2
bidders and N > 2 types the Vickrey auction generates expected revenue
no greater. than the English auction. Also, the Vickrey auction generates a
higher expected revenue than the Dutch auction when there are N 2:: 3 types.

Unfortunately the 2 x 2 model (two bidders with two types) considered
here provides a somewhat misleading picture, since in this special case
revenue equivalence obtains even though bidders have imperfectly known
common values. However, the virtue of this special case is to highlight
the subtlety of the social-learning effects present in imperfectly known
common-value auctions. The readers interested in seeing a general com
parison of standard auctions when bidders have imperfectly known
common values are referred to the classic paper by Milgrom and Weber
(1982). In this chapter we consider only the 2 x 2 case.

We begin by showing that revenue equivalence obtains in the 2 x 2 case.
We have already determined the seller's expected revenue in the Vickrey
auction. Thus consider in tum the English and Dutch auctions (recall that
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the first-price sealed-bid auction is strategically equivalent to the Dutch
auction).

. English Auction: It is a dominant strategy in the English auction for a
buyer with ex ante value vL to stay in the auction until the price hits the
level

E[ I( )"]=p2L+(1_P)2H
v SL, Sv 2 VLL

" p2+(1_p)

and to drop out when the price exceeds

and for a buyer with ex ante value VH to stay in the auction until the price
hits the level vLH and to drop out when the price reaches

E[ !( )] =p2H+(1_P)2L
v ~,~ 2 V~

p2+(1_p)

Thus, given the dominant strategies of VH buyers, it is a (weakly) dominant
strategy for a VL buyer to drop out when the price reaches VLL. Assuming
that this is the equilibrium bidding behavior of vL buyers, one immediately
infers from the fact that a buyer decides to stay in the auction when the
price exceeds VLL that this buyer has obtained a signal SH.

15 Hence, when
both buyers receive a signal SH, they are able to infer each other's signal
from their respective bidding behavior, and they stay in the auction until
the price hits vHH. Therefore, the seller's expected revenue in the English
auction with only two bidders is the same as in the Vickrey auction.

. Dutch Auction: As in the case where buyers have perfectly known values,
the equilibrium in the Dutch auction involves mixed strategies. It is easy to
verify that in equilibrium VL buyers bid VLL and VH buyers randomize over
bids b E [VLL' b], where b< VHH' To verify that the equilibrium takes this
form, note first that any mixed strategy FH(b) must satisfy the equation

(7.11)

15. It is a straightforward exercise to show that a VL buyer will never bid above VLL in any
equilibrium.
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Hence, b, which is given by the solution to

(VHL -VLL) =(VHL -b)+(VHH -b)

is strictly less than VHH. Next, note that given the VH buyer's equilibrium
strategy, it is a best response for a VL buyer to bid VLL' Indeed, any b E [VLL'
b] would yield an expected payoff equal to

From equation (7.11) we have

b-VLL =FH(b)
VHH-b

Substituting for FH(b), we can see that any bid b E [VLL' b] would yield a
negative expected revenue for a VL buyer:

111
-(VLL -b)(VHH -b)--(VLL -b)(VHL -b)=-(VHH -VHL)(VLL -b)~O
222

Finally, just as in the case with independent (perfectly known) values, there
is no pure best response for VH buyers and the unique mixed strategy equi
librium has support [VLL' b]. Now, to see that the seller's expected revenue
is the sam~ as in the other standard auctions we have discussed, note simply
that the payoffs of the two types of bidders are the same as in the other
two auctions [VL buyers get zero and VH buyers get (VHL - vLL)/2] and the
equilibrium allocations are the same (VL buyers get the item with proba
bility {, and VH buyers get the item with probability ~).Therefore, the seller's
expected revenue must be the same.

We have thus shown that revenue equivalence is maintained in the 2 x 2
model even though buyers have imperfectly known common values. It is
worth pointing out that this equivalence extends to the n x 2 modeU6 Also,
the equivalence between the Vickrey and English auctions extends to the
2 x N model. Indeed, the two bidders' symmetric equilibrium strategies in .
the English auction then simply take the form of a reservation price (con
ditional on the signal and history of play). The bidder with the highest reser
vation price then gets the item at the second-highest reservation price. With

16. We leave it as an exercise to show revenue equivalence in the n x 2 model. This result can
be established by adapting the arguments used in the 2 x 2 model.



(IRL)

288 Multilateral Asymmetric Information: Bilateral Trading and Auctions

two bidders there is no additional information generated in the English
auction over the observation of the second-highest bid, so that the English
auction is then informationally equivalent to the Vickrey auction. With
more than two bidders, however, some information is lost in the Vickrey
auction by observing only the second-highest bid, so that the English
auction should be expected to generate more revenue. This conclusion is
indeed what Milgrom and Weber (1982) establish.

i

7.4.3 Optimal Auctions with Imperfectly Known Common Values

Because the buyers' estimated values based on their private signals are corre
lated when there is a common (unknown) component to all buyers' valua
tions, it is possible for the seller to extract all the buyers' surplus in an optimal
auction just as in section 7.3.5. On the one hand, since this is a common-value
environment, maximizing the surplus simply means trading with probability
one, while it does not matter who is allocated the good. On the other hand,
buyers with a higher signal will be ready to pay more for receiving the good,
so that it will be optimal to give it to them with a higher probability.

Specifically, let {P(Sb sz); X(Sb sz)} denote an arbitrary (symmetric) con
tract offered by the seller to the two buyers where P(Sb sz) denotes a
payment from the buyer and X(Sb sz) an allocation of the item to the buyer
who has reported Sl conditional on the reported vector of signals (Sb sz).
Let us focus on X(8b 8z) such that X(SH' SH) =X(SL' SL) =t, while X(SH' SL) =1
and X(SL' SH) = O. Call Pij the payment to be made by a buyer who has
announced signal i while the other buyer has announced signal j. Then the
seller is able to extract all the buyers' surplus if both buyers' individual
rationality constraints are binding while both incentive-compatibility con
straints are also satisfied:

-(1-P')PLH +P'(~VLL -PLL )2:(1-P'{~VLH -PHH )+P'(VLL -PHL ) (ICL)

P'(~VHH -PHH )+(1-P')(VHL -PHd;;:: -P'PLH +(1-P'{~VHL -PLL ) (ICH)

-(1-P')PLH +p'(~VLL - PLL ) = 0

(IRH)
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where p' is the probability that a buyer who has received a low signal attrib
utes to the other buyer having also received a low signal (see below).

The intuition behind these constraints is as follows. Take, for example, the
first one, (ICL). On the LHS is the payoff of the buyer when she has
received a low signal and tells the truth about it, while on the RHS is her
payoff when she falsely claims to have received a high signal. In the first
case, she receives the good with probability 1when the other bidder has
also received a low signal, in which case she pays PLL while the good has
value VLL' What is the probability of this outcome? It is

PresLisL) = PresLIL) Pr(LlsL) +PresLIH) Pr(HlsL)

=p2 +(1-p)2 ~ p'

which is lower than p but higher than 1. Instead, when the other bidder has
received a high signal [which happens with probability (1 - p')], the
payment is PLH and the other bidder gets the good for sure. The RHS of
(ICL) takes the same probabilities p' and (1-p') and values for the object
that is, VLH and vLL-but the probabilities of trade and the payments cor
respond to the high announcement because the buyer lies about her signal.

Just as in section 7.3.5, we can first rewrite the two participation con
straints as follows:

(IRL)

(IRH)PHL = VHL + (1 ~~') (V;H - PHH )

Next, define ~ = [P'/(1 - p')f, which is greater than one. Using the two
preceding equations and the fact that the equilibrium surplus of each buyer
is zero, we can rewrite the two incentive constraints as follows:

(1- p') ,
O;;:::-Z-(VHL -~LL)+(1-P)(~-1)PLL

(ICL)

(ICH)

Just as in section 7.3.5, it is possible to satisfy these incentive constraints
and therefore to extract the entire surplus for the seller. Since this is a case
of positive correlation, we need to set PHH and PLL low enough. Intuitively,
we deter deviations from truth telling by the buyer who has received a good
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signal by requiring a low enough PLL and, therefore, by the participation
constraint (IRL) for the low type, a high enough PLH. Doing so helps to
satisfy the incentive constraint (ICH) for the high type because, when a
given buyer i has received a high signal, not telling the truth becomes cost
lier: the probability that the other buyer, j, has a high signal too, and thus
that the payment to be made is PLH instead of PLL, is higher than when
buyer i ha~ received a low signal. The same is true, mutatis mutandis, for a
low-valuation buyer who has received a low signal.

We have thus presented a mechanism that allows the seller to extract the
full surplus. Again, it works under the double assumption that (1) the buyers
are risk neutral, and (2) they have no resource constraints. Beyond these
assumptions, the full rent extraction result is very general, as has been shown
by Cremer and McLean (1988). All that is required is some form of correla
tion between buyer valuations, which obtains naturally in settings where
there is a common component to buyers' values. This result is yet another
illustration of the fragility of the optimality of the four standard auctions
considered in this chapter. On the whole, the conclusion that emerges-that
the widely observed standard auctions are optimal only for a very narrow
set of parameters-is disappointing for the theory of optimal contracts, for
it suggests that some important considerations have been ignored that
would explain why the English and sealed-bid auctions are used so often.

7.5 Summary

In this chapter we have considered two canonical static contracting prob
lems with multilateral private information. The first problem is one where
the contracting parties are complementary to each other and where, as a
consequence, trade is fundamentally of a public-good nature. The second
problem is one where some of the contracting parties (the buyers) are sub
stitutable (at least partially) and compete with one another. A classic
example of a problem of the second type, which we have focused on, is an
auction organized by a seller. We have highlighted the fact that, in contrast
to bilateral contracting problems (with one-sided asymmetric information),
the outcome of optimal contracting is more difficult to predict, as the con
tracting parties are involved in a game situation that may have several equi
libria. There is by now a large literature on mechanism design that is
concerned with the question of how to structure contracts so that the game
they induce results in a unique\hopefully dominant-strategy, equilibrium
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outcome (see Fudenberg and Tirole, 1991, chap. 7; Palfrey, 1992, for two
extensive surveys of this literature). This literature is beyond the scope of
this book, as it can be significantly more abstract and technical than the
theories we have covered in this chapter. Rather than delve into this diffi
cult topic, we have taken the shortcut followed by many and made the rea
sonable assumption that optimal contractual outcomes are given by the
Bayesian equilibria of the game induced by the optimal contract.

Under that assumption,we have seen that key insights and methods devel
oped in Chapter 2 extend to more general multilateral contract settings. For
example, the revelation principle can be invoked to characterize second-best
contracts without too much loss of generality. Similarly, under mild addi
tional assumptions about preferences (the "single-crossing" condition) the
set of binding incentive constraints takes an appealingly simple form.

Some fundamental ideas and results have emerged from our analysis in
this chapter:

• We have learned that asymmetric information per se may not be a source
of allocative inefficiency when hidden information is about private values.
Rather, it is the combination of interim participation and incentive con
straints that gives rise to allocative inefficiencies. There is an important
lesson for policy in this basic insight-namely, that it may be desirable to
make public decisions, and lock individuals in, before they learn their
private ~ormation and can exploit their vested informational rents.

• Likewise, we have confirmed the basic general intuition that competition
reduces informational monopoly power, at least when hidden information
is about private values. Thus we have seen that in an auction the seller's
expected revenue rises as more buyers compete for the item.

• A remarkable result of auction theory, which we have focused on in this
chapter, is that several standard auction procedures, such as the English,
sealed-bid, and Dutch auctions, yield the same expected revenue for the
seller when bidders are risk neutral, have independently and identically
distributed private values, and play the unique symmetric equilibrium in
each bidding game. Furthermore, these auctio~ procedures combined with·
minimum bid constraints may maximize the seller's expected revenue. As
significant as this result is, however, we have also shown that revenue equiv
alence breaks down when any of these assumptions do not hold. Thus, when
bidders are risk averse (or are budget constrained), the standard auctions
do not generate the same expected revenue. What's more, none of the
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standard auctions are then optimal. Similarly, when bidders' hidden infor
mation is about common values, the standard auctions produce different
expected revenues for the seller. A basic reason for the breakdown of
revenue equivalence in this case is the winner's curse, which may induce
excessively cautious bidding in the sealed-bid or Dutch auction relative to
the English auction.

These ,.are basic insights about auctions, which highlight the potential
importance of the design of auction procedures. There is by now a large
body of literature on auction design, which has been partly stimulated by
governinent decisions in a number of countries to organize spectrum auc
tions, by the wave of privatization following the collapse of communism in
the former Soviet Union, and, more recently, by the advent of the Internet
and online auctions like eBay. It is clearly beyond the scope of this book to
cover this literature in any systematic way. We refer the interested reader,
for example, to Klemperer (2003), Krishna (2002), and Milgrom (2004).

7.6 Literature Notes

The theories covered in this chapter have a long ancestry. The founding
article on auction theory and more generally the theory of contracting
under multilateral asymmetric information is Vickrey (1961). Many of the
ideas covered in this chapter are lucidly discussed in his article, which is
highly recommended reading. One of the key insights in Vickrey's article
that it is a (weakly) dominant strategy for bidders to reveal their true values
in a second-price auction-has found a useful later application to the
problem of efficient provision of public goods, when the value of the good
to individual agents is private infoTIJ;1ation. Thus Clarke (1971), Groves
(1973), and Groves and Ledyard (1977) have shown that in public-goods
problems it may also be a dominant strategy for individuals to reveal their
true values if their contribution to the cost of the public good is a form of
second-price bid. This line of research has culminated in the major treatise
on incentives in public-goods supply by Green and Laffont (1979). One
weakness of what is now referred to as the Groves-Clarke mechanism is
that generally the sum of the contributions required by all individuals to
finance the public good and truthfully elicit their preferences (in dominant
strategies) exceeds the cost of the public good. This finding prompted
d'Aspremont and Gerard-Varet (1979) to show that it is possible to imple-
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ment the efficient supply of public goods, obtain budget balance, and ensure
truthful revelation of preferences, provided that one concentrates on the
less demanding notion of Bayesian equilibrium rather than insisting on
dominant-strategy equilibrium. d'Aspremont and Gerard-Varet require
only ex ante participation constraints to hold. Moreover, they establish their
result under the assumption that individual valuations are independently
distributed, but later research by themselves, Cremer and McLean, and
others has revealed that this result holds under much more general
conditions. The final stage in this line of research has been reached
with the contributions by Laffont and Maskin (1979) and Myerson and
Satterthwaite (1983), who have shown that public-good provision under
multilateral private information is generally inefficient when interim
(or ex post) participation constraints must hold.

The public-good-provision problem is technically very similar to the
bilateral-trading case we focused on in section 7.2, although the economic
interpretation is different. This similarity has allowed us to illustrate in par
ticular the contributions of d'Aspremont and Gerard-Varet (1979) and
Myerson and Satterthwaite (1983), as well as the optimal double-auction
mechanism of Chatterjee and Samuelson (1983), in this context.

Subsequent to this research on public goods, the 1980s (;ind 1990s have
witnessed a major revival in research on auction theory. Myerson (1981)
and Riley and Samuelson (1981) provide the first general treatments of
optimal auction design and rigorously establish the revenue-equivalence
theorem for the first time. In later work, Matthews (1983) and Maskin
and Riley (1984b) characterize optimal auctions with risk-averse bidders.
Wilson (1977), Milgrom (1979), and Milgrom and Weber (1982) break new
ground by analyzing equilibrium bidding behavior and information aggre
gation when bidders have private information on common values and their
bidding is affected by the winner's curse. In related research, Cremer and
McLean (1985,1988) show how the seller can extract all the bidders' infor
mational rent in an optimal auction when bidders' values are correlated.

More recently, the optimal auction design literature has explored asym
metric auctions (Maskin and Riley, 2000), auct~ons with budget-constrained
bidders (Che and Gale, 1998), efficient auctions (Dasgupta and Maskin,
2000), multiunit auctions (Armstrong, 2000), and auctions with externalities
(Jehiel, Moldovanu, and Stachetti, 1996), among several other topics (for a
survey of the recent research on auctions see also Krishna, 2002, Klemperer,
2003, and Milgrom, 2004).
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7.7 Appendix: Breakdown of Revenue Equivalence in a 2 X 3 Example

Although the English and Vickrey auctions are equivalent in the 2 x N
model, the equivalence between the Dutch and Vickrey (or first- and
second-price) auctions breaks down under correlation, as the following
example due to Maskin (1997) illustrates. In this example the two
bidders/have three possible types {VL = 0, VM = 1, VH = 2}. The buyers have
perfectly known correlated values: These values are pairwise positively
correlated (that is, using the terminology of Milgrom and Weber (1982),
they are affiliated). Specifically, the distribution of joint probabilities is
given by

1
Pr(vM, VM) =3-a

Pr(vL, VH) =Pr(vH, VL) =°
where ais positive but small. The expected revenue in the Vickrey (second
price auction) is then given by

[Pr(vM, VM)+ Pr(vH, VM)+ Pr(vM, VH )] + 2Pr(vH , VH) =

[(~-a)+ ~+2~J=[1-ta]

Thus at a =°the derivative of expected revenue with respect to a is -~.

Consider now the expected revenue in the Dutch (first-price) auction.
Recall that in this auction the (symmetric) equilibrium is in mixed strate
gies, at least for types VM and VH' Thus let types VM and VH, respectively,
randomize over bids in the supports [0, bM] and [bM, bH] with the cumula
tive distribution functions FM and FH. Then the seller's expected revenue is
given by

a rbM ( 1 ) rbM 22" Jo bdFM(b)+ 3- a Jo bd[FM(b)] +

~ f:: bdFH(b)+~ f:: bd[FH(b)f
~

(7.12)
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where FM(b) is given by the indifference condition

[~ (1-b)+(j-a)FM(b)(1-b)] = ~

for all b E [0, bM ]. Hence,

F (b) - 3ab and b _ 4 -12a
M - (4-12a)(1-b) M - 4-9a

Similarly, FH(b) is given by the indifference condition

a 1 a
4"(2-b)+3" FH (b)(2-b) =4"(2-bM)

for all b E [bM, bH]. Hence,

(7.13)

8+3abM
4+3a

(7.14)

(7.15)

Substituting equations (7.13) and (7.14) into expression (7.12), one
obtains the rather unwieldy expression for the seller's expected revenue

a 4-1Za( 3ab } (1 ) 4-1Za( (9aZ)(2bZ) .. ,)- 4-9a b+ - a 4-9a- db+
2 fa (4-12a)(1-b)z 3 - fa (4-12a)z(1-b)3

8+3a(~)[3ab(2_4-12a)]!!f 4+3a 4 4-9a db+
2 :=.~: (2_b)z

8+3a(~)[9a
Z

b(b_ 4-12a)(4-6a)]'!'f 4+3a 8 4-9a 4-9a db
3 :-=-~: (2_b)3

Now the derivatives with respect to a of the first and third terms of
expression (7.15) at a= 0 are finite. However, the derivatives of the second
and fourth terms are both infinitely negative, as

[(
l._a)(9a Z)(2(4 -12a)z)]

. 3 4-9a d 4-12a

~ 2( (4-12a))' daC-9a )=-
(4-12a) 1--

4-9a
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and

4 -12a](4 - 6a )
4-9a 4-9a[

8+3a(
4

-12a)] [ 8+3a(4 -12a)
1.(9) 4-9a a2 4-9a
3 4+3a 4+3a

~~ [ I (4-12a)]38+3a -4-9
82 a

4+4a

Moreover, at a =0 expected revenues from the first-price and second
price auctions are both 1, as can be seen from expressions (7.12) and (7.15).
Since the derivative of the seller's expected revenue with respect to a is
infinitely negative for the first-price auction but finite for the second-price
auction, the latter must generate strictly more revenue for a near zero.

This example is an illustration of the general result of Milgrom and Weber
(1982) that the Dutch (and first-price sealed-bid) auction generates no more
expected revenue than the Vickrey auction when buyer's valuations are
affiliated. One accepted intuition for this result is that the Vickrey auction
provides more information to the winning bidder than the. Dutch auction
(the highest and second-highest bid as opposed to the highest bid only).

As a consequence, bidders are encouraged to bid more aggressively in
the Vickrey auctionP

17. Note that Milgrom and Weber show only that expected revenue in the Dutch auction
cannot exceed expected revenue in the Vickrey auction (Theorem 15).They are silent on when
or whether the Vickrey auction provides strictly higher revenues than the Dutch auction.
Maskin's example thus provides a reassuring illustration of the breakdown of revenue equiv
alence in the case where bidders' values are affiliated.
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In this chapter we consider contracting situations where a principal inter
acts with multiple agents, each taking hidden actions. This extension takes
us from the general topic of optimal incentive provision, studied in Chapter
4, to the field of organization design and the theory of the firm. The main
issues we shall be concerned with here are the extent to which competition
or cooperation among agents should be fostered, how agents should be
supervised or monitored, how to deal with corruption or collusion, and how
hierarchical an organization of multiple agents should be. Though the main
economic questions addressed in this chapter are different from those
studied in Chapter 4, the core ideas and general methodology are the same.

As between Chapters 2 and 7, a key difference between the single-agent
contracting situation covered in Chapter 4 and the multiagent situation
covered here is that in the former case the principal's problem is one of
designing an optimal incentive contract, while in the latter his problem is to
design a whole organization of multiple agents that strategically interact
with each other in a game. As in Chapter 7, we shall limit our analysis here
to the most common equilibrium notions of these games considered in the
literature: the Nash and Bayesian equilibria. We again refer the reader
interested in other solution concepts to the surveys by Moore (1992) and
Palfrey (1992).

In an important article Alchian and Demsetz (1972) proposed that a firm
is in essence an organization that is set up to deal with a moral-hazard-in
teams problem..That is, a firm is an organization (or a multilateral contract)
set up to mitigate incentive problems arising in situations involving multi
ple agents. The specific setting that Alchian and Demsetz consider is one
involving a team of workers where each worker wants to rely on the others
to do the work. As in situations involving public-goods provision under
private information mentioned in Chapter 7, each worker wants to free ride
on the work of others. The employer's role in Alchian and Demsetz's view
is then one of supervising employees and making sure that they all work.
Interestingly, to ensure that the employer himself has the right incentives
to monitor his team, Alchian and Demsetz argue that he should be the
residual claimant on the firm's revenues and ~hat workers should be paid
only fixed wages.

Alchian and Demsetz's perspective on the firm is the starting point of
this chapter. In another important contribution, Holmstrom (1982b) pro
vides a first formalization of Alchian and Demsetz's moral-hazard-in-teams
problem and derives an optimal multilateral incentive contract for the
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team when only the team's aggregate output is observable. We begin by
examining his model and his main conclusion that incentive efficiency
requires a budget breaker-that is, an individual who holds some claims on
the output of the team but is otherwise not involved in production.

We then proceed to analyze optimal incentive contracts and the role of
competition between agents when individual performance is observable.
Firms often provide incentives to their employees by comparing their
individual performance and promoting the better performers to higher
ranks or more desirable jobs. We detail in particular the contributions by
Lazear and Rosen (1981) and Green and Stokey (1983) and examine the
rationale and optimal design of such tournaments. In particular, we evalu
ate in detail both the benefits of such tournaments, in terms of reducing
the overall risk agents are exposed to, and the costs, in terms of reducing
cooperation among agents (as stressed by Holmstrom and Milgrom, 1990,
among others).

A potential factor limiting the effectiveness of tournaments is collusion
among agents. We examine collusion both between competing agents and
between agents and their supervisors. Following the important paper by
Tirole (1986), we derive in particular the optimal collusion-proof con
tract and consider how the organization can be structured to reduce the
potential for collusion.

We close the chapter by touching on the fundamental question of the
boundaries of the firm. As Alchian and Demsetz, and before them Kaldor
(1934), have plausibly argued, a natural limit on the size of firms would
appear to be the employer's diminishing ability to monitor effectively a
larger group of employees. However, as Calvo and Wellisz (1978) have
shown, a firm may still be able to grow infinitely large if the employer sets
up an efficient internal hierarchy composed of supervisors, who monitor
other supervisors, who monitor workers. Their theory provides a simple
rationale for the existence of hierarchies but raises the difficult question
of what limits the size of the firm if it is not the CEO's limited ability to
supervise. Following Qian (1994), we show how this challenge can be
resolved if, as Williamson (1967) has argued, there is a greater and greater
loss of control of the top the deeper is the hierarchy (that is, the more
layers it has).
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8.1 Moral Hazard in Teams and Tournaments

Consider a principal engaged in a contractual relation with n agents. The
principal is assumed to be risk neutral, and each of the i = 1, ... , n agents
has the usual utility function separable in income and effort

where Ui(-) is strictly increasing and concave, If/i(-) is strictly increasing and
convex, and ai E [0,00).

The agents' actions produce outputs, which in the most general form can
be written as a vector of random individual outputs:

with joint conditional distribution

F(qla)

where

denotes the vector of actions taken by the agents.
Following Holmstrom (1982b), we shall consider in turn two diametri

cally opposite cases. In the first case, the output produced by the agents is
a single aggregate output Q with conditional distribution F(Qla). This is the
pure case of moral hazard in a team. Contributions by multiple agents are
required, but a single aggregate output is obtained. In the second case, each
agent produces an individual random output qi, which may be imperfectly
correlated with the other agents' outputs. In this second case we shall
assume that the principal cares only about the sum of the individual agents'
outputs.

To offer a concrete example, in the first case the aggregate output might
be the revenue generated by a multiagent firm, while in the second case the
individual outputs might be the crops of individual farmers, or the sales gen-:
erated by individual marketers or traders.

When only aggregate output is observed, the n agents basically face a
problem of private provision of a public good: each agent contributes a
costly action to increase a common output. All agents benefit from an
increase in the effort of anyone of them. As Holmstrom (1982b) points out,
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optimal effort provision can then be obtained only when one breaks the
budget constraint of the team, that is, the requirement that the sum of indi
vidual output-contingent compensations must be equal to the aggregate
output. Or, to use the language of Alchian and Demsetz, optimal effort is
provided only if there is also a residual claimant on the output after all
agents have been compensated. This argument is developed in detail in
section 8.1.1.

Holmstrom's argument is very general, but it relies on limited informa
tion used by the principal. Indeed, Legros and Matsushima (1991) and
Legros and Matthews (1993) have shown that it may be possible to achieve
or approximate incentive efficiency without breaking the budget constraint
of the team by relying on the statistical ~ormation about the agents' choice
of individual actions contained in the realized output. That is, as in the
single-agent case, it is possible to achieve first-best efficiency just by relying
on the informativeness principle. We cover several examples illustrating
such incentive schemes in section 8.1.2.

We then move to the opposite case where individual performance levels
are observable and contractible. The novel issue to be considered in this
case is how the principal might benefit by basing individual agents' com
pensation on their relative performance rather than only on their absolute
performance. Section 8.1.3 addresses this question by considering situations
where individual agents' outputs are imperfectly correlated in a simple
CARA utility function, normally distributed output, and linear-contract
framework, where the optimal incentive scheme can easily be computed.
This simple formulation allows us to highlight two related ideas: first, rela
tive performance evaluation serves the purpose of filtering out common
output shocks, and there is otherwise no point in making agents compete
with each other; second, by reducing the overall uncertainty agents face, the
use of relative performance evaluation induces more effort provision in
equilibrium, so that relative performance evaluation is positively correlated
with equilibrium effort levels.

Section 8.1.4 considers a simple and widely used form of relative per
formance evaluation: tournaments. This classical form of relative perform
ance compensation has the particularity of using only an ordinal ranking of
performance. As Lazear and Rosen (1981) first pointed out, when agents
are risk neutral, tournaments can be seen as an alternative to piece-rate
contracts in achieving first-best levels of effort. They involve a lottery with
a probability of winning that each agent can influence through her effort

".:..
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level. While the prize the winner obtains seem.s unrelated to her marginal
productivity ex post and thus seems arbitrary, from an ex ante perspective
it can be reconciled with optimal incentive provision. When agents are
risk averse, however, tournaments are generally suboptimal relative
performance compensation contracts, as they do not optimally trade off risk
sharing and incentives. However, as Green and Stokey (1983) have shown,
the efficiency of a tournament increases with the number of participants,
as the law of large numbers helps reduce the uncertainty in compensation
generated by the opponents' random performance.

8.1.1 Unobservable Individual Outputs: The Need for a Budget Breaker

Consider the situation where n ~ 2 agents form a partnership to produce
some deterministic (scalar) aggregate output

Q= Q(al, a2,"', an)

by supplying a vector of individual hidden actions (or efforts) a = (al. ... ,
an). Suppose that the output production function is a strictly increasing and
concave function of the vector of actions a = (al. ... ,an):

aQ-a >0,
ai

and the ~atrix of second derivatives Qij is negative definite.
Suppose also that all agents are risk neutral:

Ui(W)=W

Formally, we define a partnership to be a vector of output-contingent
compensations for each agent, w(Q) = [Wl(Q), W2(Q), . .. ,wn(Q)] such that

i Wi(Q) =Q for each Q
i=l

For the sake of argument, we take each Wi(Q) to be differentiable almost
everywhere.

We focus here on the externality that arises in a team of self-interested
individuals when effort levels are unobservable and no measure of indi
vidual performance is available. In such a situation rewarding an agent for
raising aggregate output means rewarding her higher effort and also t
higher effort of the other agents! Thus the difficulty for a princi~l ~Ying

\oJ. ~·i ..... ~
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to motivate several agents is now compounded by free riding among the
agents.

As we know from Chapter 4, a risk-neutral individual agent will supply
first-best effort, given that all other agents supply first-best effort, if she is
compensated with the full marginal return of her effort. We shall take it
that the first-best vector of actions a* =(ar, a~, ... , a;) is uniquely defined
by the first-order conditions

aQa(a*) = Vf[(aT), for each i
ai

Consider an arbitrary partnership contract w(Q). Under this contract
each agent i independently chooses her action ai to maximize her own utility
given the other agents' actions a-i = (ah ... ,ai-h ai+h ... ,an)' Thus agent i
will choose an effort ai to satisfy the first-order condition

dWi[Q(ai, a_J] aQ(ai, a-i) _ '( )
dQ aai - Vfi ai

If all agents get the full marginal return from their effort, at least locally,
it appears possible that a Nash equilibrium where all agents supply first
best effort levels might exist. Proceeding with this lead, the first-best output
level may then be achieved in a Nash equilibrium if each agent i gets a
compensation contract Wi[Q(ai' a-i)] providing her with the full marginal
return from her effort, when all other agents also supply the first-best effort
level

dwJQ(ai' a:i)] 1
dQ

But this condition amounts to setting Wi(Q) = Q (up to a constant).
Obviously this cannot be done for every agent in the partnership if we must
also satisfy the budget constraint

t Wi(Q) =Q for each Q
i=l

As Holmstrom (1982b) notes, however, it is possible to specify such a
compensation scheme for all agents if one introduces a budget breaker into
the organization. That is, if a third party agrees to sign a contract with all n
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agents offering to pay each of them w/Q) =Q. It is straightforward to check
that if a budget breaker agrees to sign such a contract with the n agents,
then there indeed exists a Nash equilibrium where all agents supply
their first-best action and where the budget breaker pays out nQ(a*) in
equilibrium.

This would be a profitable contract for a budget breaker and each of the
n agents if the n agents also agree to hand over the entire output to the
budget breaker and make an up-front payment Zi to the budget breaker
such that

i Zi +Q(a*) 2:: nQ(a*)
i=l

and

Zi ::; Q(a*) -1f/i (an

Because at the first best we have

Q(a*) - i 1f/i (aT) > 0
i=l

it is straightforward to check that there is a vector of transfers Z = (zr, ... ,
Zn) that satisfies these conditions. Obviously the up-front payment Zi will not
affect an Individual agent's incentives to supply effort.

Holmstrom's observation that a team facing a multiagent moral-hazard
problem requires a budget breaker has been very influential. It has been
seen as a fundamental reason why a firm needs a residual claimant and why
a firm needs to seek outside financing to be able to break its budget con
straint. Note, however, that Holmstrom's budget breaker is very different
from Alchian and Demsetz's residual claimant, who holds equity in the firm
to induce him to monitor the team's agents effectively. At first glance, the
budget breaker also looks very different from any claimants on firms we
see in reality. One feature of the budget breaker's contract in particular.
seems odd: he would lose money if the firm -(or team) performs better.
Indeed, the budget breaker's payoff WBB(Q) under the preceding contract
satisfies

-en -l)Q at Q(a*)
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Interestingly, Holmstrom's logic is entirely based on the idea that a risk
neutral agent's incentives are optimized when she is a residual claimant.
But we knowfrom Chapter 4 that there may be other ways to provide first
best incentives by exploiting the information about action choice contained
in realized output. In the contracting situation we have considered, each
agent may, for example, be compensated with a Mirrlees contract, which
rewards each agent with a bonus bi if output level Q(a*) is realized, and be
punished with a penalty k to be paid to the budget breaker if any other
output is obtained. If the bonuses bi and k are such that

for all i, then there indeed exists a Nash equilibrium where all agents supply
their first-best action under this contract as well. In addition, this contract
may not require a budget breaker to sustain it in equilibrium if

Q(a*) 2:: fbi
i=l

It does, however, require a budget breaker off the equilibrium to collect all
the penalties nk.

It is not uncommon for firms to pay their employees bonuses when
certain profit targets are reached. These bonus schemes may thus be seen
as efficient incentive schemes to solve a moral-hazard-in-teams problem.

Another possible interpretation of the Mirrlees contract is debt financ
ing by the firm. Under this interpretation the firm commits to repay total
debts of

D=Q(a*)- fbi
i=l

and salaries bi to each employee. If the firm fails to meet its obligations, it
is forced to default, the creditors collect whatever output the firm has pro
duced, and the employees pay a bankruptcy cost of k.

Although both the bonus and the debt financing schemes appear to be
more realistic than Holmstrom's proposed incentive scheme, they are
vulnerable to an important weakness. These schemes generally give rise to
multiple equilibria in agents' action choice. For example, another equilib
rium under these schemes besides a* = (at, ... ,a;) may be for all agents
to do nothing. Indeed, if all other agents do nothing [a-i =(0, ... ,0)], agent
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i's best reply is to also do nothing, since on he~ own she cannot meet the
output target Q(a*) at a reasonable effort cost. That is, if all other agents
do nothing, we have

where aj is such that

Q(O, ... , ai, ... ,0) =Q(a*)

To rule out this inaction equilibrium the incentive scheme would have to
set punitive penalties k [so that bi - If/i(ai) > -k], but then it is easy to check
that these penalties would support equilibria where some agents shirk.

In contrast, Holmstrom's scheme supports a unique efficient equilibrium.
To see this point, observe that if all other agents do nothing, agent i chooses
aj to solve

maxQ(O, ... , aj, ... , 0) =ljfi (ai)
Qj

so that her best response is some ai > 0. But since ;PQ/daJ3aj ~ 0, this
induces all other agents to best respond with higher actions. Iterating best
responses in this way, it is easy to see that when the first-best vector of
actions a* = (af, a~, ... ,a;n is uniquely defined by the first-order conditions

as we have assumed, then a* = (at, at ... , a;n is a unique Nash equilib
rium under the Holmstrom scheme.

Note, however, that the fact that the Mirrlees contract we have described
may support multiple equilibria, some of which are highly inefficient, is not
a fatal objection to the application of these schemes to solve moral-hazard
in-teams problems. First, the efficient equilibrium under these schemes may
be a natural focal point. Second, as the next section illustrates, these
schemes can be easily adapted to ensure that the efficient equilibrium is
unique. In addition, these schemes can also b~ adapted to satisfy budget
balance on and off the equilibrium path.

8.1.2 Unobservable Individual Outputs: Using Output Observations to
Implement the First Best

In Chapter 4 we pointed out that when some output realizations are impos
sible if the agent chooses the right action, then the first-best outcome can
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be implemented through a form of forcing contract, where the agent is
punished severely for output realizations that are not supposed to arise. In
multiagent situations such simple contracts are less easily applied because
it is not always possible to identify the culprit among the agents who did
not do what she was supposed to do. Legros and Matsushima (1991) and
Legros and Matthews (1993), however, have shown that it is often possible
to implement small deviations from the first-best action profile, which let
the principal identify more easily the agent responsible for a unilateral devi
ation. What is more, they show that it is then possible to implement or
approximate the first-best action profile with incentive schemes that always
satisfy budget balance.

We now illustrate the basic ideas behind these incentive schemes in three
simple examples. The first two examples (based on Legros and Matthews,
1993) assume that aggregate output is deterministic, so that shirking by any
of the agents is perfectly detected. These examples rely on the idea that,
upon observing a deviation from the required aggregate output, the prin
cipal may be able to identify at least one agent who did not shirk. The prin
cipal is then able to preserve budget balance by imposing penalties on the
other agents (who are presumed to have shirked) to be paid to the non
shirking agent. The third example (based on Legros and Matsushima, 1991)
considers a situation where aggregate output is random, so that detection
of shirking is imperfect. This example builds on ideas similar to those of
Cremer and McLean (1985), discussed in Chapter 7, and extends the two
previous ones by exploiting differences in probability distributions over
output realizations that arise when different agents shirk.

Example 1: Deterministic Output with Finite Action Space Consider the
situation where three agents work together in a team. Each agent has a
binary action set and can either supply effort (ai =1) or shirk (ai =0). Sup
plying effort is costly [1fIi(1) > 1fIi(0)], but it is first-best efficient for all three
agents to supply effort: at =af =a~ =1.

The first-best output is denoted Q*, while the output level when only
agent i shirks [where ai = 0 and a-i = (1, 1)] is denoted Qi' Legros and
Matthews argue that in most cases one has Ql *" Q2 *" Q3 (they argue
that this assumption is true generically). When this is the case, a single
shirker is identifiable and can be punished. It is easy to check that a
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forcing contract can then be used to implement a* while preserving budget
balance.

Legros and Matthews point out that it is also possible to implement the
first-best outcome while maintaining budget balance, as long as a non
shirker can be identified and rewarded. Thus in our example it is also pos
sible to implement the first-best outcome when Ql = Q2 * Q3' The only
situation where the first best is not implementableuniquely occurs when
Ql = Q2 = Q3 (we leave it to the reader to verify these observations).

Example 2: Deterministic Output with Approximate Efficiency It is much
harder to identify a deviating agent when agents' action sets are large and
allow for many possible deviations. The deviating agent can then more
easily select an action that prevents the principal from identifying the devi
ator. Legros and Matthews show, however, that in such situations it may still
be possible to approximate the first best. Here is the argument: Consider a
team of two agents who can each pick an action ai E [0; +00). Suppose that
the team's aggregate output is given by

and let the effort cost for each agent be

If/Jai) =al/2

so that th~ first-best action profile is given by

at =a:t =1
The incentive scheme proposed by Legros and Matthews is based on the

idea that one agent-for example, agent 1-randomizes her action choice
and chooses al = 0 with a small positive probability c. This randomization
lets the principal detect a deviation by agent 2 with probability c and thus
allows the principal to approximate the first best. To see this result, consider
the incentive scheme

1. For Q ~ 1,

Wl(Q) =(Q_1)2 /2 and W2(Q) =Q-Wl(Q)

2. For Q < 1,

Wl(Q) =Q+k and w2(Q)=0-k
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This incentive scheme supports a Nash equilibrium where agent 2
chooses az = 1 with probability 1, and agent 1 randomizes by choosing
al =1 with probability (1 - e) and al =0 with probability e.

To see that this is indeed a Nash equilibrium, note the following points:

• Given action choice az =1, agent 1's best response is given by the solu
tion to

In other words, agent 1 is indifferent between any action ah so that a choice
of al = 1 with probability (1 - e) and al = 0 with probability e is a best
response for agent 1.

• As for agent 2, a choice of az 2: 1 guarantees an aggregate output that is
no less than 1: Q 2: 1. Since Wl(Q) is increasing in az when Q 2: 1, a choice
of az=1 is optimal in the action subset [1, +00) and gives agent 2 a payoff

[ 1J 1 e(l-e) 2-- +e[l-0]--=1--
2 2 2

A choice of az < 1, however, implies that Q < 1 with probability e. This gives
agent 2 a payoff of

which is maximized at az =t· At az =t, agent 2's payoff is then

5
--ek
4

Therefore, az =1 is optimal if

1 1
k2:-+

2 4e

The incentive scheme thus works as follows: If aggregate output is too
low, agent 2 is punished and agent 1 is rewarded (to maintain budget
balance). But, given that agent 1 gets to collect the fine k, she has an incen
tive to try to lower aggregate output as much as possible. It is for this reason
that the penalty is imposed on agent 2 only when aggregate output is below
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Q(O, 1). The"n the agent who is punished for low output is deterred from
underproviding effort, and the agent collecting the fine is prevented from
strategically lowering output. Thus a critical assumption in this example is
that at least one agent has a finite lowest action.

Under this incentive scheme, agent 1 effectively acts like a monitor who
randomly inspects agent 2. The monitoring cost is then the loss of output
that agent 1 could have contributed. But, oddly, here the monitor does not
see anything directly. She can only infer agent 2's action indirectly from the
realized output.

This is undoubtedly an ingenious scheme, but it seems too fragile and
special to be applied in practice. For one thing, the principal must know
exactly what each agent's effort cost is. In addition, it is not clear how easily
this scheme can be generalized and applied to teams with three or more
agents. Finally, this scheme breaks down when aggregate output is random.

However, when aggregate output is random, as shown by Legros and
Matsushima (1991), other incentive schemes are available akin to the
Cremer and McLean lottery mechanisms discussed in the previous chapter.

Example 3: Random Aggregate Output Consider a team of two agents. As
in the first example, each agent has a binary action set, ai E fO,}}, and first
best efforts are given by a* = (1, 1). In contrast to the first example, however,
there are now three possible aggregate output realizations, QH > QM > QL.

Aggregate output is increasing in the agents' effort choices. We shall
suppose that when both agents shirk, aggregate output is QL with proba
bility 1, and that the conditional probability distributions over output satisfy
first-order stochastic dominance. Specifically, we shall suppose that the con
ditional probability distributions are as follows:

Note that each output level can occur with positive probability under the
three action profiles, (1, 1), (1,0), (0, 1). But when one of the agents shirks,
the highest output is less likely. Moreover, the probability distribution is
worse when agent 2 shirks. With the knowledge of Cremer and McLean
schemes it is easy to see that this difference in distributions, depending on
who shirks, can be exploited to implement the first-best pair of effort levels
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a*. What is more, the first best can be implemented with an incentive
scheme that satisfies budget balance.

Concretely, consider the incentive scheme with transfers tlQ) defined as
deviations from equal shares of output, ti(Q) =Wi(Q) - QI2, and such that
t1(Q) + tz(Q) = 0 for each output level. Let lJIi == lJIi(l) > lJIi(O) = 0 denote the
effort cost of action ai =1. Then, preventing shirking by any agent requires

and

It is straightforward to check that we can find transfers ti that satisfy these
incentive constraints while also maintaining budget balance:

t1(QH )+tZ(QH) =t1(QM )+tZ(QM) =t1(QL)+tZ(QL) =0

For example, if

t1(Qd =tz(QL) =0

t1 (QH ) =6ljf1 =-tz(QH )

and

then all the constraints are satisfied.
As in the Cremer and McLean schemes, the idea is to reward each agent

in the output realizations where her effort contribution makes the greatest
difference. Here agent 1 is disproportionately rewarded when QH is real
ized, while agent 2 is disproportionately rewarded when QM is realized.
Interestingly, under this scheme, payments to each agent are nonmonoto
mc even though the probability distributions over output satisfy MLR£

To summarize, these three examples illustrate that it is often possible to
provide first-best incentives to a team without having to break budget
balance and without requiring that all agents be made residual claimants
on aggregate output. Thus Holmstrom's initial insight that participation of
third parties (or outside financing of the team) is essential to provide ade
quate incentives to teams needs to be qualified. Often the role of the outside
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party can be played by one of the team members, whose incentive problem
is easy to isolate, and often the information contained in output realizations
can be used to design effective incentive schemes, as in the single-agent
moral-hazard problems. However, the schemes we have discussed here, as
ingenious as they may be, may not be easily implemented in reality and
indeed are not commonly observed.

8.1.3 Observable Individual Outputs

When moving from a situation where only aggregate output of a team of
agents is observable to one where individual agent outputs are observable,
one moves from a problem of eliciting cooperation, or avoiding free riding
among agents, to a problem of harnessing competition between agents. This
statement is actually somewhat of an oversimplification, as we shall see, but
the basic point remains that the core issue becomes one of controlling com
petition among agents.

Relative performance evaluation is a widely used incentive scheme in
multiagent moral-hazard settings. Whether at school, at work, or in sports,
individual agent performances are regularly ranked.These rankings are used
to select and promote agents, or generally to reward the best performers.
A very common relative performance evaluation scheme is the so-called
rank-order tournament, which measures only ordinal rankings of perform
ance. That is, it takes into account only the rankings of individual outputs
from the highest to the lowest (or only the sign of the difference between
any two individual outputs) and otherwise ignores the information con
tained in the value of the difference in outputs. We shall be interested in the
efficiency properties of these schemes and ask when there is no loss in effi
ciency in ignoring the levels of individual outputs. To take an example from
sports, when is it efficient to take account of only the rank of the racers at
the finish line, as in sailing regattas or Formula I races, and when is it efficient
to also take account of absolute time (or distance) performance, as in most
track-and-field events, where record speeds or distances are also rewarded?

Before analyzing tournaments in detail, we set off by considering a simple
setting involving relative performance evaluati<?n of two agents. Following
Holmstrom (1979, 1982b), we can apply the informativeness principle of
Chapter 4 and begin by determining when an optimal (linear) incentive
scheme for agent i also takes account of agent j's performance U ::j:. i). In
other words, we ask when agent i's compensation also depends on her
performance relative to agent j. We carry through this exercise in the
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somewhat special setting that proved so tractable in the single-agent
problem, where both agents have CARA risk preferences, where their indi
vidual outputs are normally distributed random variables, and where their
respective fucentive contracts are linear in output.

Consider the multiagent situation with two identical agents, each pro
ducing an individual output qi by supplying effort ah where

The random variables £1 and £2 are independently and normally distributed
with mean zero and variance (52. Relative to the single-agent problem con
sidered in Chapter 4, the only innovation is the parameter a. When a::j:. 0,
the two outputs are correlated. As one would expect from the informa
tiveness principle, when the outputs are correlated it should be optimal to
base an individual agent's compensation on both output realizations, as
both provide information about an individual agent's action choice.

We shall take the principal to be risk neutral, but both agents are risk
averse and have CARA risk preferences represented by the negative
exponential utility function

u(w, a) =_e-1/[w-'I'(a)]

where a denotes the agent's effort, 71 the coefficient of absolute risk aver
sion, and lfI(.) the agent's effort cost, which we assume to be a quadratic
function:

1
lJI(a) = -ca2

2

Finally, we restrict attention to linear incentive schemes of the form

where the Zi are fixed compensation payments, and the Vi and Ui are vari
able performance-related compensation coefficients.

The absence of relative performance evaluation here is equivalent to
setting Ui =O. Given the symmetry of the principal's problem, we need only
to solve for an individual optimal scheme (ai, Wi)' A principal trying to
maximize his expected payoff in his relation with agent 1 will then solve
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max E(qi -WI)
al,Zl,Vl,ul

subject to

E[_e- 7J [W1-'I'Cal)]];;:: u(w)

and

al E argmaxE[_e-7J[Wl-'I'Ca)]]
a

where u(w) is the default utility level of the agent and w is her certain
monetary equivalent outside wealth.

As we highlighted in Chapter 4, maximization of the agent's expected
utility with respect to a is equivalent to maximizing the agent's certainty
equivalent wealth lh(a) with respect to a, where wI(a) is defined by

Thus, as

Var[vI(sl + acS2) + UI(S2 +asl)] = (j2[(VI +aul)2 +(UI +avl)2]

the agent's optimization problem is to choose a to maximize/her certainty
equivalent wealth:

{
1 2 17(j2 [ 2 2]}max ZI +Vra+UIa2 --ca --- (VI +aul) +(UI +avl)

a 2 2

Note that, in the Nash equilibrium of the two agents' effort provision
game, each agent correctly anticipates the effort choice ajof the other agent.

As in the one-agent problem, the solution of the agent's problem here is
easily obtained:

VI
al=

c

Substituting for ai in each agent's certainty-equivalent wealth formula, we
obtain each agent's equilibrium payoff. For agent 1 this equilibrium payoff
is given by

1 vf UIV2 17(j2 2 2
ZI +--+-----[(VI +aul) +(UI +avl) ]

2 c c 2
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The principal's problem then reduces to solving the following constrained
maximization problem for each agent:

{
Vl (. V[ UlV2)}max -- Zl +-+--

Zl,Vl,ul c· C c

subject to

Or, substituting for Zb

The principal's problem can be solved sequentially:

1. For any given Vb Ul is determined to minimize risk.

2. The variable Vl is then set to optimally trade off risk sharing and
incentives.

Proceeding in this way and minimizing the variance

170'2 [ 2 2]2 (Vl +aul) +(Ul +Wl)

of agent 1's payoff with respect to Ub keeping Vl fixed, yields the formula

Ul = - ( 2a 2 )Vl
l+a

One learns from this formula that the optimal Ul is negative when the two
agents' outputs are positively correlated, or a > 0 (assuming, as we shall
verify, that the optimal Vl is positive). In other words, one learns from this
expression that under the optimal incentive scheme an individual agent is
penalized for a better performance by the other agent.

Why should an individual agent be penalized for the other agent's good
performance? The reason is that a better performance by agent 2 islikely
to be due to a high realization of £2, which also positively affects agent l's
output. In other words, both agents' high output is then partly due to good
luck. Therefore, by setting a negative Ub the optimal incentive scheme
reduces agent l's exposure to a common shock affecting both agents'
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output, and thus reduces the variance of agent 1's compensation. If both
agents' performance outcomes were negatively correlated, UI would instead
be positive to reduce each agent's exposure to an exogenous shock.

From this formula we thus learn that the real reason why an agent's
optimal incentive scheme is based in part on the other agent's output
realization (in other words, the reason for introducing a form of relative per
formance evaluation) is to reduce each agent's risk exposure by filtering out
the common shock contribution to each agent's output. That is, as stressed
by Holmstrom (1982b), the reason behind relative performance evaluation
is not to induce agents to compete but to use competition among agents
(i.e., relative performance evaluation) to reward each agent's effort while
exposing agents to less risk. We also see from the preceding equation that
relative performance evaluation is used if and only if individual outputs are
not independent (a;t. 0).

In our second step we substitute for the optimal UI in the principal's
objective and solve for the optimal VI:

maX{VI _vl _ TJ(JZ vl (l_a
Z
)Z}

VI c 2c 2 l+az

Differentiating with respect to VI and solving the first-order condition
then yields the formula

l+az
VI = - Z

1+az +TJc(JZ(l-aZ)

Note that when a =0 this formula reduces to the familiar formula at the
end of section 4.2 of Chapter 4. The change introduced by the correlation
in the two agents' outputs is to reduce the overall risk exposure of any indi
vidual agent and thus to enable the principal to give stronger incentives to
both agents. Remarkably, when a approaches 1 (or -1), then each agent's
output is almost entirely affected by a single, common source of noise. By
filtering out this common shock, the optimal incentive scheme can then
almost eliminate each agent's exposure to risk and thus approximate first
best incentives by letting VI tend to 1.

Finally, it is worth highlighting that although the true reason for relative
performance evaluation is not to induce competition-and through greater
competition to induce more effort provision-the end result is still higher
effort provision. But the reason why equilibrium effort is higher is lower
risk exposure.
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8.1.4 Tournaments

We now tum to the analysis of perhaps the most prevalent form of relative
performance evaluation encountered in reality, tournaments. As we have
already pointed out, tournaments do not make use of all the output infor
mation available, since they base compensation only on an ordinal ranking
of individual agents' outputs. One obvious advantage of tournament
schemes is that ordinal rankings of output are easy to measure and hard to
manipulate. Perhaps, most importantly, the principal has little incentive to
manipulate the outcome of a tournament, as he has to reward a winner no
matter who wins (that is, unless the principal can secretly collude with one
agent, promising to favor her in deciding who the winner is and extracting
some surplus from her against this promise). However, when compensation
is based on output levels, the principal has a strong incentive to cheat and
to report output levels that require lower payments to the agent. Therefore,
in situations where the principal is best placed to measure output and is
able to massage output data, tournaments are well suited for reducing the
principal's incentives to manipulate reported output. As Fairburn and
Malcomson (2001) have argued, one situation where this issue is likely
to be important is incentive compensation of employees by midlevel
managers. They argue that a midlevel manager's ability to manipulate
performance measures of his underlings is an important reason why a
tournament, which rewards the best employees with bonuses and job
promotions, is an efficient incentive scheme.

In situations where output is easily measured and is difficult to manipu
late, however, it is less clear that tournaments are optimal incentive
schemes. As one might expect from the analysis in Chapter 4, when agents
are risk neutral, tournaments (among other incentive schemes) may allow
the principal to achieve first-best efficiency. This is indeed the case, as the
article by Lazear and Rosen (1981) confirms. We begin our analysis of tour
naments with their article not so much to highlight this point, which is after
all not too surprising, as to discuss some interesting economic implications
they draw from their analysis.

8.1.4.1 Tournaments under Risk Neutrality and No Common Shock

Lazear and Rosen (1981) consider the situation where two risk-neutral
agents produce individual outputs that are independently distributed (no
common shock). Based on our preceding analysis, there would appear to
be no reason why tournaments would be efficient incentive schemes in this
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settip.g. However, Lazear and Rosen show that the first-best outcome can
be implemented using a tournament.

Specifically, they assume that

where the random variables Ci are identically but independently distributed
with cumulative probability distribution F(-), with mean 0 and variance (52.

Agents have effort cost If/(ai), and the first-best effort level for each agent
is given by the first-order condition

1 = If/'(a*)

Lazear and Rosen compare two methods of payment: purely individual
performance-related pay (say, piece rates) and relative-performance-based
pay, tournaments. The first method implements the first best when pay is set
as follows:

and

z+ E[qi]-lfI(a*) =z+a*-lf/(a*) =u
where uis the agents' reservation utility.

The tournament is structured as follows:The agent with the higher output
gets a fixed wage z plus a prize W, while the agent with the lower output
gets only the wage payment z. Under the tournament the expected payoff
for an agent i exerting effort ai, when agent j exerts effort aj, is then

z+pW -If/(aJ

where p is the probability that agent i is the winner. That is, p is given by

p=Pr(qi >qj)=Pr(ai -aj >Cj -cJ=H(ai -aj)

where H(-) is the cumulative distribution of (Cj - Ci), which has zero mean
and variance 2(52. The best response for an agent under the tournament is
then given by

W ap = If/'(ai)
aai

or

Wh(ai -aj) =lfI'(aJ

where h(·) is the density of,(Gj - cJ
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In a symmetric equilibrium, effort levels by both agents are identical.
Thus, in order to implement the first-best action choice a* in a symmetric
equilibrium of the tournament game, the tournament must specify a prize:

1
W = h(O)

The fixed wage z can then be set to satisfy each agent's individual ration
ality constraint:

Il(O) _
z+---lfI(a*) =U

h(O)

We see here that a tournament can do as well as a piece-rate system in
implementing the first best under risk neutrality. The mechanisms by which
the first best is achieved, however, look very different. Under the piece-rate .
scheme, it looks like the agent has direct control over her compensation,
up to a random shock: she is directly controlling the mean of her compen
sation. Instead, in a symmetric tournament, both agents choose the same
effort level, and it is solely chance that determines who the winner is! Incen
tives to work under the tournament, however, are driven by each agent's
ability to control the probability of winning. The optimal tournament
chooses the level of the prize so as to provide exactly the same marginal
expected return from effort as in the piece-rate system.

One common form of tournament is promotions in firms. One is at times
surprised to see promoted individuals obtain very high raises: why should
that be, given that the individual remains the same from one day to
another? Has her marginal productivity risen so much from one job to the
other? The preceding simple tournament example shows how compensa
tion can be divorced from marginal productivity because of lottery features
that look ex post like pure randomness but can be justified for ex ante
incentive reasons. In particular, this example shows how a winner-take-all
incentive-based system may actually reflect ex ante expected productivity
related pay.

The example can also be easily extended to situations with more than
two agents to show why prizes must be increasing in each round of
elimination of a tournament (see Rosen, 1986). To illustrate the basic logic
of the argument, consider a tournament among two pairs of agents
where, just as in tennis, the two best agents are picked in a first round
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of elimination and move on to a second round to compete for the number
one slot. Let WI and Wz, respectively, denote the prizes of the first- and
second-placed agents following the two rounds of competition. As before,
agents get paid a fixed wage z plus these prizes, and we solve for a sYm
metric equilibrium in each of the three tournaments: the first two tourna
ments to pick the best two performers and the subsequent "final" to select
the overall winner.

Proceeding by backward induction, we begin by solving for the optimal
latter tournament. Based on the preceding analysis, it is easy to see that we
must have

1
(Wi - Wz)=h(O)

Moving back to the first round of elimination, we then see that the
expected payoff for an agent i exerting effort ai, given the other agent
j :f:. i effort aj> is then

z+pIVw - 'II(ai)

where PI is the probability that agent i wins in the first round, and

Vw =H(O)(Wi - Wz)+Wz -'II(a*)

is agent i's expected continuation payoff of "moving to the final," and the
best response for an agent in the first round is then given by

or

[H(O)(Wi - WZ)+WZ - 'II(a*)] ~~; = 'II'(aJ

Thus, in order to implement the first-best action choice a* in a sYm
metric equilibrium of the first round, the tournament must specify a prize .
structure such that

[
H(O) ]

Wz+ h(O) -lfF(a*) h(O) =1
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In this expression, h(O) is, as before, the partial derivative of the proba
bility of winning with respect to effort, given symmetric equilibrium effort
levels, while

R(O) (*)
h(O) -lfl a

is the expected equilibrium reward from competing in the final. Since this
reward is p'ositive, it means that

1
Wz < h(O)'= Wz - Wi

That is, the difference in prizes between the first and second agents must
be strictly higher than the difference in prizes between the second agent
and the last two. The reason why the rewards for winning must be increas
ing in each round of elimination of the tournament is that after passing a
round the remaining competitors actually lose the option value of surviv
ing. Thus, to preserve their incentives to work, they need to be compensated
with higher monetary rewards.

8.1.4.2 Tournaments with Risk-Averse Agents and Common Shocks

We have just seen that when agents are risk neutral and when their outputs
are independent, piece rates and tournaments are equally efficient incen
tive schemes. In this subsection we discuss the analysis of Green and Stokey
(1983), who show that this equivalence breaks down when agents are risk
averse. They establish that tournaments are then dominated by piece-rate
schemes when agents' outputs are independent, but tournaments may
dominate piece rates when a common shock affects agents' performance.
Tournaments are then also approximately second-best optimal incentive
schemes when the number of agents is large. The reason why a tournament's
efficiency improves as the number of agents in play increases is that the
sophistication of the tournament increases with the number of agents: it can
specify finer rankings and a richer reward structure {Wi} based on those
rankings. With a large number of agents, the distribution of individual per
formances, for a given realization of the common shock, converges to a fixed
distribution. Each agent then controls her expected ranking by choosing her
effort level. Thus, in the limit, the tournament system is like a piece-rate
system that has filtered out the common shock.
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We illustrate these ideas in our simple example with two output levels
qi E to, 1}. Each agent i can increase the probability of success (qi =1) by
exerting more effort. We model this idea by letting the probability of success
be given by

where ~ E (0, 1]. The common shock affecting all agents' output is thus
introduced by letting all agents' output be zero (qi = 0) with probability
(1-~. As we have done many times, we shall take the cost-of-effort func
tion to be a simple quadratic function:

We begin by considering the situation with two identical risk-averse agents
with utility function

u(w) -lfI(a)

where u(·) is a strictly increasing, concave function.
We shall compare the two incentive schemes by evaluati~g the cost to

the principal of implementing a given effort profile for both agents (al. az).
We begin by considering the second~bestcontract in the artificial single

agent problem where one observes (1) whether output was affected by a
common shock (in which case a wage We is paid), (2) the individual agent's
output realization qi E to, 1}, and' (3) a reference output realization qj E

to, 1} on which the single-agent contract may be based. In this situation a
feasible contract thus has five components: w = {woo, WlO, WOl, Wll, we} where,
in the absence of the common shock, agent i receives wage Wij when her
own output is i and the reference output is j.

We also let

As we have shown in Chapter 4, when an individual agent's output can take .
only two values, then the agent's incentive constraint

al E argm:x{~[a(1-aZ)u(wlO)+aaZu(wll)

+ (1-a)(1-az)U(Woo)+(1-a)azu(WOl)]+(1-~)u(wJ-icaz}
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can be replaced without loss of generality by the first-order condition of the
agent's problem:

~[(1- a2)u(wlO) +a2u(wll) - (1- a2)u(wOO) - a2u(wOl)] =cal

Thus, assuming that the principal wants to implement action ah his cost
minimization problem reduces to

min .' K(W) ={g[al(1- a2)(wlO)+ala2wll +(1-al)(1-a2)woo
{WOO,WlO,W01,Wll,Wc}

+ (1-al)a2wOl]+(1-~)wc}

subject to

g[al (1- a2)u(wlO) +ala2u(wll) +(1-al)(l- a2)u(wOO) +(1- al)a2u(wOl)]

1
+ (l-~)u(wc) ~ 2"caf

and

(IR)

g[(1-a2)U(WlO)+a2U(Wll)-(1-a2)U(WOO) -a2u(wOl)] =cal (IC)

Denoting by A, and fl the Lagrange multipliers of the (IR) and (IC) con
straints, the first-order conditions of the principal's constrained minimiza
tion problem then are

~=O
dWlO

which implies

gal (1- a2) =g(1- a2)[Ath + fl]U'(WlO)

and

which implies

gala2 =ga2[Ml + fl]U'(Wll)

Therefore, the optimal contract must set

and, similarly,

Woo =WOl
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We are thus able to draw the following observations from this problem:

1. When either the common shock can be filtered out (we #- Wij) or there is
no common shock (~ = 1), then any relative-performance evaluation
scheme, which would result in either WlO #- Wll or Woo #- WOl or both, is
suboptimaL Only a piece-rate scheme is then optimal. As we have already
emphasized in Chapter 4, the reason is simply that a relative-performance
evaluation scheme would then only increase the agent's risk exposure
without improving her incentives.

2. If a general relative-performance-evaluation scheme is suboptimal, then
a fortiori a tournament is suboptimaL Indeed, a tournament would specify
a reward structure such that Wll = Woo = We = T (where T stands for "tie"),
WlO = W (where W stands for "winner"), and WOl = L (where L stands for
"loser"). Unless L =T =W, this reward structure could not satisfy the pre
ceding optimality conditions. But when L =T =W, then the agent obviously
has no incentive to putin any effort.

3. In the presence of a common shock (~ < 1), a simple piece rate is
suboptimaL Indeed, the optimal contract must satisfy

which implies

(1-~) = A(1-~)u'(we)

and

~=o
dWoo

which implies

~(1-al)(1- az) = ~(1- az)[A(1- al) + .u]u'(woo)

These conditions thus require that Woo #- We whenever f.l #- 0, while a simple
piece-rate scheme would be such that Woo =we'·

4. In the presence of a common shock, a tournament may dominate a
piece-rate scheme. To see this possibility, suppose that the first-best out
come for the principal is to implement the action profile al =az =1, so that
success (qi = 1) is guaranteed for both agents in the absence of a common
(negative) shock (this is the first-best outcome whenever the agents' effort
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cost parameter c is low enough).
Consider the principal's problem of providing agent 1 with incentives to

choose action al under a tournament scheme when agent 2's action choice
az = 1 is secured. Then the principal chooses the tournament's reward
structure {L, T, W} to solve the problem

min~alT+~(1-al)L+(l-~)T
T,W,L .

subject to

and

~[u(T) - u(L)] = cal

Thus, to implement action al =1, the principal sets

c
u(T) =u(L)+~

As can be immediately seen, in that case the agent gets T for sure and is
perfectly insured. In other words, the tournament then implements the first
best outcome. That is, it implements a Nash equilibrium where both agents
set ai = 1 and are both perfectly insured in equilibrium.

However, under the optimal piece-rate scheme that implements the
action profile al =az =1, each agent's compensation is such that

Wu =WlO > WOl =Woo =We

In other words, each agent's compensation is risky, as We is paid with
probability 1 - ~ > 0 whenever a negative common shock occurs.

This extreme case thus illustrates how, by filtering out the common shock,
the tournament may expose agents to less risk than a piece-rate scheme. It
is for this reason that tournaments may dominate piece-rate schemes when
agents' outputs are affected by a common shock.

Having shown that a tournament can dominate an optimal piece-rate
scheme in the presence of common shocks, we now turn to the last major
result established by Green and Stokey-that a tournament may ap
proximate a second-best relative-performance-evaluation scheme when the
number of agents grows large.
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Suppose that n + 1 identical risk·averse agents participate in a tourna
ment, so that each agent competes with n other agents. Green and Stokey's
insight is that, as n grows large, each agent's relative position in the output
rankings will become almost entirely a function of her own effort supply.
Indeed, by the law of large numbers, the distribution of the other agents'
outputs conditional on the vector of actions (ai, a-i) and on the realization
of the common shock converges to a fixed limit distribution as n grows
large. A relative-performance-evaluation scheme can then filter out the
common shock almost perfectly.

To see this result, consider the following simple tournament: (1) if all
agents produce the same output, everybody receives T; (2) otherwise, those
who are successful receive W, and the others receive L. Assuming that all
other agents choose effort level a*, an agent choosing effort ai obtains

T with probability (1-~)+~aia~ +~(1- ai)(1- a*t
W with probability ~ai (1- a~)

and

L with probability ~(1-aJ[1-(1- a*)n]

From the preceding argument we know that a tournament is first-best
optimal when ai =a* =1.Thus, consider the situation where ai =a* < 1.Then,
as n -7 00, a~ -7 0, and (1 - a*Y -7 0, so that the tournament tends to the
second-best contract, in which agent i gets

We =Twith probability (1-~)

WI =W with probability ~ai

and

Wo =L with probability ~(1-ai)

To summarize, we have learned in this section that tournaments are sub
optimal when a small number of risk-averse agents compete. They are dom- .
inated by piece-rate schemes, which do not base compensation on any form
of relative performance evaluation, when agents' individual outputs are not
affected or are barely affected by a common shock. When common shocks
are a large component of individual outputs, however, relative performance
schemes strictly dominate any piece-rate schemes, but tournaments are gen
erally dominated by more general relative performance schemes, which



326 Multiagent Moral Hazard and Collusion

fully exploit all the information about action choices contained in output
realizations. Only when there are a large number of agents involved do
tournaments approximate the second-best optimal contract.

8.2 Cooperation or Competition among Agents

The good side of relative-performance-evaluation schemes is that they help
reduce agents' risk exposure by filtering out common shocks that affect
their individual performance. But there may also be a dark side to these
schemes, as Lazear (1995) and others have suggested. By fostering compe
tition among agents, tournaments and relative-performance-based incen
tive schemes may undermine cooperation among agents and in extreme
cases even foster destructive behavior such as "sabotage" of other agents'
outputs. We take up this issue in this section and ask how a principal may
be able to induce agents to cooperate or help each other accomplish their
tasks when such cooperation is desirable. We shall cover two different
approaches to modeling cooperation that have been considered in the
literature. In the first approach, cooperation takes the form of agent i
helping agent j accomplish a task. In the second approach, cooperation is
in the form of coordination through contracting of agents' action choices.
In this latter approach, when the principal tries to elicit cooperation among
agents, he lets the agents form a partnership (or firm), and only contracts
with the firm as a whole, as opposed to contracting with each individual
agent separately.

8.2.1 Incentives to Help in Multiagent Situations

The first approach to fostering help among agents has been explored in Hoh
(1991). We shall illustrate his analysis and main findings in the by-now
familiar and highly tractable setting where agents' individual output can
take only two values: qi E {a, 1}. We shall consider a situation with a risk
neutral principal and only two risk-averse agents, i = 1,2. The new feature
in Hoh's setup is that each agent now has a two-dimensional action set. That
is, each agent must now choose a pair

where ai represents agent i's effort on her own task and bi represents her
help on the other agent's task. Each agent's utility function takes the usual
separable form
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where Ui is strictly increasing and concave, and If/i is strictly increasing and
convex. In our illustration we shall also assume the following functional
forms:

and

where k E [0, 1l.
As for the probability distribution over each agent's output, we shall

assume that there are no common shocks affecting individual outputs and
that outputs are independently distributed, with

These assumptions imply that the two agents' efforts ai and bj are com
plements and that, therefore, there may be benefits in inducing cooperation
among the two agents. When k > 0, however, each agent bears an additional
cost in not specializing entirely in her own task and in helping the other
agent.

The question we shall be concerned with is determining when or whether
it is desirable to encourage mutual help despite the fact that the sharing in
each other's output required may also induce agents to free ride on each
other.

The principal can induce cooperation by giving each agent a stake in the
other agent's output. That is, the principal can offer each agent a contract

where w~n denotes the payment to agent i when qi =m and qj =n. The only
restriction on the contracts the principal can offer to each agent is, of course,
that all payments must be nonnegative (w~n ~ 0). Given that the two agents
are identical, we can without loss of generality restrict attention to sym- .
metric contracts, W = {WOO,WOl,WlO,WU}.

We·set off by deriving equilibrium payoffs when the principal does not
attempt to induce any cooperation among the two agents (bi =0). This is
the case whenever the contract offered to each agent is such that Woo = WOl

and WlO =Wu. We then compare these payoffs to those that can be obtained
under cooperation (bi > 0).
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8.2.1.1 No Help

When the principal does not attempt to elicit any cooperation, he offers
each agent a simple. piece-rate contract rewarding output qi = 1 with a
payment Wl and output qi =0 with a payment wo.As we know from Chapter
4, it is then optimal to set Wo =0 and to set Wl to maximize

ai(l-wd

subject to

(IC)

and

(IR)

Substituting for Wt, the principal's problem reduces to choosing ai to
maximize the payoff

The optimum is then reached for

ai=H;

and the principal's payoff is then

2(1
3~12

8.2.1.2 Inducing Help

Consider now contracts that induce agents to help each other (b i > 0).
Optimal contracts that induce help are necessarily such that

Wn > WlO and WOl > Woo =0

That is, agent i gets a higher reward when agent j is successful. Only such
an increase in rewards can encourage agent i to help agent j. Note that by
conditioning agent i's pay on agent j's output in this way, such contracts
expose agent i to greater risks and require that the principal pay a higher
risk premium. The question for the principal then is whether the higher

)
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output obtained through cooperation pays for the higher risk premium.
To be able to determine whether that is the case, we need to solve for the
symmetric Nash equilibrium in action choice (a, b) induced by a contract
of the form Wn > WlO and WQ1 > Woo = o.

In equilibrium, (a,b) must be a best response for each agent and solve
the individual agent problem

max aj(l+b)a(l+bj)~+aj(l+b)[l-a(l+bj)]~
oj)

+a(l+bj)[l-aj(l+b)]~-a2_b2-2kab

Differentiating with respect to b and a, we obtain the first-order condi
tions at (abbj) = (a,b):

a2(1+b)(~-~)+a[l-a(l+b)]~=2(b+ak) (8.1)

and

a(1+b)2(~-~)+(l+b)[l-a(l+b)]~= 2(a+bk) (8.2)

These first-order conditions yield the answers to our main question:

1. When k > 0, there is a minimum threshold in help b* > 0 such that any
lesser help b (for which 0 < b < b*) yields a strictly lower payoff to the prin
cipal than no help at all (b = 0). In other words, when k > 0, it pays to induce
either a lot of cooperation or none at all. This observation may help explain
why we often see in organizations a culture ofeither strong cooperation or
none at all.

To see why the preceding first-order conditions yield this result, note first
that under no help the optimal contract exposes each agent to minimum
risk by setting Wn - WlO = w, say, and WQ1 = Woo =o.

Now, as can be seen from condition (8.1) [with a RHS equal to 2(b + ak)
and a > 0], when k > 0, any b > 0 requires a significant deviation from the
contract Wn - WlO = W and WQ1 = Woo = O. Such a discontinuous deviation·
from optimal risk sharing cannot be optimal if only a very small change in
output is obtained (that is, when b is close to zero). Only a significant change
in output, induced by a significant level of b, can justify the increased risk
exposure for the agents required under any contract seeking to induce
positive cooperation.

2. When instead k = 0, contracts that induce help are always strictly
optimaL In fact, raising helping effort b above zero is certainly optimal if
effort on the own task a were to remain fixed, since, with k = 0, the mar-
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ginal cost of raising b at 0 is zero. Consequently, to establish the result, we
just have to make sure a does not fall in the process. This property can be
checked from the first-order conditions (8.1) and (8.2), as follows. Start from
the corner solution where b =0, Wu =Wi0 = W, and W01 =Woo = 0; then raise
~ and .JW;;; by du, while keeping .Jw;;; constant; let da and db denote
the changes in a and b induced by this change in compensation. From the
first-order sonditions (8.1) and (8.2) we then observe that

(a+da)2(1 +db)du+(a+ da)[l-(a+da)(l + db)]du =2db

which implies (a +da)du = 2db > 0

and

(a + da)(l + db)2-/; +(1 +db)[l-(a+da)(l+db)]-/; = 2(a+da)

which implies (1 +db)-/; =2(a+da)

(i)

(ii)

Since da, db, and du are small, equation (i) implies that 2db z adu > O. In
addition, at b = 0 we have-/;/2 = a, so that equations (i) and (ii) together
imply that

2da = db-/; > 0

which establishes the result.

Itoh's analysis thus highlights another reason why in multiagent situa
tions it may be optimal to base an agent's compensation also on the other
agents' performance. This approach is meant to induce cooperation among
agents. By giving individual agents a stake in other agents' output, it is pos
sible to elicit more cooperation. But this may come at the cost of more risk
exposure for individual agents. One difficulty with this basic logic is that it
might predict much more cooperation than we see in reality. It is at this
point that Hoh's emphasis on the potential cost in terms of lack of special
ization (when k> 0) becomes relevant. When there are gains to specializa
tion, then it is worthwhile to encourage cooperation only when it makes a
significant difference.

Note that when a common shock affects individual agents' outputs, then
it is no longer obvious that inducing cooperation necessarily implies that
agents have a greater risk exposure. In the presence of common shocks it
may, however, be more expensive to elicit cooperation if it means abstain
ing from a relative-performance-evaluation incentive scheme that filters out
the common shock. The next section considers cooperation in the presence
of common shocks but in a somewhat different setting.
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8.2.2 Cooperation and Collusion among. Agents

The second approach to cooperation among agents (taken in Holmstrom
and Milgrom, 1990, Varian, 1990, Macho-Stadler and Perez-Castrillo, 1993,
Ramakrishnan and Thakor, 1991, and Itoh, 1993) does not allow agents to
help each other directly to accomplish their tasks, but lets them sign con
tracts to coordinate their actions. The important and obvious question in
this setup is, Why does the principal gain by letting agents jointly determine
their effort supply through contracts? Pursuing the logic of the revelation
principle, why can the principal not do as well or better by contracting
directly with the agents? What does he gain by allowing for a stage of indi
rect contracting?

The answer to these questions proposed in the literature rests on the
general idea that when agents may be able to observe action choices that
the principal cannot see, then there may be gains to letting agents write side
contracts that coordinate their action choices. Interestingly, however, these
gains are not available if agents' individual outputs are affected by common
shocks, for then it is best to filter out the common shock through a relative
performance incentive scheme, which induces agents to compete. Cooper
ation would undermine competition under such a scheme and thus prevent
the filtering out of the common shock.

We follow here the analysis of Holmstrom and Milgrom (1990), and
consider ~he situation involving two nsk-averse agents, each producing a
random output

by ~upplying effort ai. Suppose also that the random variables Ci are
normally distributed with mean zero and variance-covariance matrix

so that the correlation coefficient between the two variables is p =(512/((51 (52)'

Finally, as is by now familiar, suppose also that the two agents have.
CARA risk preferences with coefficient l1i represented by the negative
exponential utility function

where o/i(ai) is the strictly increasing, convex, monetary-cost-of-effort
function.
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We shall consider in tum the contracting situations with no cooperation,
where the principal contracts with each agent separately and agents
respond by playing a noncooperative game in action choices (no side con
tracting), and the situation with cooperation, where the principal contracts
with the team of agents that contractually coordinate their action choices
(full side contracting). In each situation we restrict attention to linear
contracts of the form:

WI =ZI +Vlql +UlqZ

Wz =Zz +vzqz +uZql

8.2.2.1 No Side Contracting

Under linear incentive contracts we obtain the simple formula for the
agents' certainty equivalent wealths:

and

A risk-neutral principal, contracting separately with each agent, then
chooses {Zi' Vi, Ui} (i =1,2) to maximize expected net profits:

(1- VI -uZ)al +(l- ul -vz)az - ZI - Zz

subject to the incentive constraints that the action choices of the two agents
(aI, az) form a Nash equilibrium in effort levels:

aj =argm.axCEj(iij , aj) i =1,2, j = 2,1
ai

and the individual-rationality constraints

CEj(aj, aj) ~ 0 i =1, 2, j =2, 1

As is by now familiar, the equilibrium action choices aj are tied down
entirely by the agent's share in own output Vj through the first-order con
dition of the agent's problem:
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Consequently, the shares Ui in the other agent's output should be set to
minimize risk exposure for each agent. That is

As we have already noted, when outputs are positively correlated
(p> 0), the optimal linear contract penalizes each agent for a good per
formance by the other agent.

Substituting for Ui in the agents' certainty-equivalent wealth formulas, we
find that the total risk exposure of the two agents for a given own incen
tive (Vb vz) is

z
L 1Ji[vlo-[(1- pZ)]
i=l

(8.3)

We shall compare this expression with the total risk exposure under full
side contracting at the same (al, az).

8.2.2.2 Full Side Contracting

The type of team the principal faces when he allows for ~ide contracting
between the two agents before signing on the team of agents depends on
what the agents themselves can contract on. The literature considers two
situations: one, where the agents do not observe each other's effort choices
and can contract only on output; and the other, where they can also con
tractually specify their actions. We now consider each one in tum and high
light the following general observations, derived by Holmstrom and
Milgrom (1990):

1. If the agents can contract only on their respective output levels, then side
contracting by the agents can only make the principal worse ofP

Here the agents do not bring any new contracting possibilities to the prin
cipal. They can only use their side contracting at the expense of the princi
pal. Indeed, note that all the agents can do here under side contracting is
to specify a transfer (¢ql + Xqz) from agent 1 to agent 2. The principal can
always undo any such transfer by resetting

1. See also Varian (1990).
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Vl to Vl -1>

U2 to U2 +1>

and

V2 to V2 +X /

and restrict himself to "coalition-proof contracts." But this approach forces
the principal into a more restricted problem than the no-side-contracting
problem. Therefore, by letting agents write such side contracts he may be
made worse off. We will see this same point again in the next section when
we discuss side contracting between an agent and a supervisor.

2. When the two agents can contract on both their effort levels and their
respective outputs, then when they are faced with a given incentive scheme
(Vi> Ui) for i =1, 2, they respond by maximizing their joint surplus:

max(vl +u2)al +(V2 +ul)a2 -ljIl(al)-ljI2(a2)
4J,XPi

- ~ [(Vl _1»2at + (Ul - X)2ai +2(Vl -1»(Ul - x)a12]

-i [(V2 +X)2 at +(U2 +1»2a[ +2(V2 +X)(U2 +1»a12]

As can be seen from this problem, a given incentive scheme (Vi, Ui) by the
principal then maps into a pair of effort levels and a risk-sharing scheme:
(1), X, al, a2)' Since we have transferable utility, we can think of the prin
cipal as maximizing total surplus, optimizing over (Vi, Ui), i =1, 2, and anti- .
cipating the (1), X, ah a2) that follows. This formulation of the principal's
problem under this form of side contracting brings out the following useful
observation:

The principal's optimal contract is the same whether the agents can
contract only on (a], a2) or on both (a], a2J q], q2)'

This insight can be understood intuitively as follows: For a fixed action
pair (ah a2) the two agents do not add any new risk-sharing opportunities
through their side contract. Therefore, once the agents have contracted on
(ah a2) they cannot improve the contracting outcome by also writing a side
contract on (ql' q2).

3. This observ~tion leads to the ~ext useful remark:
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The principal's optimal contracting problem under side contracting with
the two agents can be reduced to a single-agent contracting problem, where
he faces a single agent with coefficient of risk aversion

supplying effort (az, az) with cost-of-effort functionz

lj!(ab az) = lj!1 (al) + lj!z (az)

To establish this claim, we need to do a little algebra and derive the
optimal (l/J, X) for a given incentive scheme (Vi, Ui), i =1, 2. We can then
compute the optimal total risk exposure of the two agents.

Once the agents' supply of effort corresponding to the incentive (Vi, Ui)
has been fixed in the side contract, the side transfer (l/Jql + Xqz) can be set
to minimize the agents' total risk exposure. Then,

implies

111 [(VI - l/J)af +(Ul - x)alZ] = 11z[(uz +l/J)af +(vz +x)a12]

and

implies

111 [(Ul - x)a~ + (VI -l/J)a12] =11z[(vz +x)a~ +(uz +l/J)alZ]

(8.4)

(8.5)

Multiplying both sides of equation (8.5) by a12/a'i and subtracting it from
equation (8.4) then yields

111 (VI -l/J)=11z(uz +l/J)

Similarly, multiplying equation (8.5) by alla lZ and subtracting it from equa- .
tion (8.4) yields

111 (Ul - X) = 11z(vz +X)

Both conditions then imply

2. This result is due to Wilson (1968).
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111U1-112V2
X

111 +112

and therefore

U2 +4>=~(V1 +U2)
111 +112

Thus the optimal total risk exposure for the two agents for a given incen
tive (Vi, Ui) is

111 2 [11ieV1 +U2)2 01 + 11ieU1+V2)2ai + 211i(V1 +U2)(U1 +V2)a12]
2(111 + 112)

+ 712 2 [7Jt(U1 +V2)2ai + 11t(V1 +U2)2at + 211t(U1 +V2)(V1 +U2)a12]
2(111 +'112)

which is equal to

1 (7h11i + 11211{ ){ 2 2 2 2 }
- 2 (V1 +U2) a1 +(U1 +V2) 4>'4 +2(U1 +V2)(V1 +u2)a12
2 (111 + 112)

Finally, we can then define

(8.6)

(. 1 1 1)
smce "';j = 111 + 112

Therefore, the total risk exposure for the two agents can be reinterpreted
as that of a single agent with absolute risk aversion 11, facing a contract
(V1 + U2, U1 + V2)'

4. With this simplification in hand, we are, at last, able to confirm our
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central conjecture, derived by Holmstrom and Milgrom (1990) and also
Ramakrishnan and Thakor (1991):

Full side contracting dominates no side contracting if and only if p :::; 15.

To establish this result, observe that to implement the same pair of effort
levels (ab a2) under both contracting regimes (with and without side con
tracting) we must have the same pair of incentive levels (Vb V2) under both
regimes. Under side contracting, in addition, we have Ul =U2 =°and (¢J, X)
set, as before, to minimize risk exposure. Comparing the respective formu
las for the risk exposures under no side contracting and side contracting on
actions, equations (8.3) and (8.6), we then observe that (1) the risk expo
sure (8.3) starts above (8.6) for p = 0, and is equal to °for p = 1; and (2)
the risk exposure (8.6) is below (8.3) at p =0, but is positive and grows with
p. The result then follows from these two observations.

The intuition for this result is as follows: At p =°cooperation between
agents can only be good: it simply means that they work harder by moni
toring each other. For p > 0, however, cooperation also undermines relative
performance evaluation, which results in a higher cost for the principal the
higher the correlation p.

We end this section on a note of caution made by Hoh (1993) about the
approach taken here to the problem of cooperation among agents.As is well
known fro:Ql mechanism design, when one allows for more general mecha
nisms than we have here,· the principal ought to be able to always do
(weakly) better than letting agents collude with a side contract, by eliciting
the hidden information about agents' effort levels directly through reports
from individual agents. The principal could, for example, elicit the agents'
information in an efficient,incentive-compatible way by designing a Maskin
type message game (we review Maskin schemes in Chapter 12). One
example of a model taking this approach is that of Ma (1988). The theory
of collusion discussed previously thus seems to be vulnerable, as there
appear to be optimal contractual solutions that do not involve any collusion.

However, Maskin schemes are rarely observed in reality. An obvious
question then is, What makes them nonoperational in reality? The only
limited answer we shall offer for now is that the Maskin message games
would be powerless if the agents could also collude in sending reports
and if utility were transferable. The reason is that, as the only goal of the
principal here is to extract informational rents from the agents through
a message game, a coordinated action by all agents ought to be able to
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defeat that purpose, as in the model of collusion of Tirole (1986) to which
we turn next.

8.3 Supervision and Collusion

One important cost of having agents monitor each other, which we did not
consider in' the previous section, is that monitoring distracts agents from
their production activities. If there are returns to specialization, then it may
be more efficient to have some agents specialize in monitoring or supervi
sion actiVities while others specialize in production. Indeed, many organi
zations are structured this way in practice. However, as our discussion on
collusion among agents in the previous section indicates, the efficiency of
monitoring and supervision by specialized monitors may be constrained by
the possibility of collusion between the supervisor and the supervisee. In
this section we tum to the analysis of collusion in vertical organizational
structures, which in their simplest form involve one principal, one supervi
sor, and one agent.

Such vertical structures are ubiquitous, and collusion in these structures
is a fundamental concern. Whether in auditing, tax collection, law enforce
ment, or regulation, a major concern is that monitoring activities are weak
ened or subverted by collusion between the supervisor and the agent. A
fundamental question concerning these structures then is how the incen
tives of supervisor and agent ought to be structured to maximize the effec
tiveness of monitoring activities and to minimize the risk of collusion. We
now tum to the analysis of this broad question. To keep the analysis as trans
parent as possible, we shall limit our discussion to situations where, as in
Chapter 5, the information about the agent produced by the monitor is
hard, verifiable information. In such a setting, as in a typical auditing
problem, collusion between the supervisor and agent takes the particularly
simple form of suppressing damaging information about the agent.

8.3.1 Collusion with Hard Information

The basic problem we shall consider involves three risk-neutral parties:
principal, supervisor, and agent. The supervisor obtains information about
the agent and provides it to the principal. The latter hires the agent and
supervisor under a contract that bases each of their compensation on the
supervisor's verifiable reports on the agent's productivity. An example of
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such a situation is the shareholders of a firm (collectively acting as the prin
cipal) hiring an auditing firm to produce and certify the firm's annual
income statements, on which the firm manager's compensation is based.
Clearly, a concern shareholders ought to have in such a situation is that
the auditor and firm manager might collude and "manipulate" the firm's
accounts, for example by underreporting losses or instead by overstating
costs.

This simple three-tier contracting relation was first analyzed in an influ
ential paper by Tirole (1986). He allows for an extreme form of collusion
between the auditor and the manager: collusion that is enforceable through
side contracts between the supervisor and agent, albeit at a higher cost than
normal contracts. In the presence of such collusion, Tirole shows that the
principal will design an optimal contract for the two parties that is collu
sion-proof That is, the principal can without loss of generality restrict atten
tion to contracts that do not involve any collusion in equilibrium. This
observation is akin to the revelation principle discussed in Chapter 2, which
states that the principal can restrict attention to contracts that do not
involve any lying by the agent under the contract.

One consequence of restricting attention to collusion-proof contracts is
that the principal will have to dull the agent's incentives relative to a situ
ation where collusion is not possible, so as to reduce the agent's incentives
to collude with the auditor. As obvious as this observation is, it has appar
ently not been taken sufficient note of by compensation committees in large
U.S. firms that have granted such high-powered incentives to their CEOs
that they have given them strong incentives to manipulate reported earn
ings. At the same time, by letting accounting firms engage in both auditing
and consulting activities, U.S. financial regulators have given these CEOs
the means to "bribe" auditing firms with the prospect of lucrative consult
ing contracts.

We begin our analysis of this contracting problem by characterizing first
the outcome under no collusion. The contracting problem between the prin
cipal and agent takes the following simple form: the principal buys a service
from the agent that he values at V > 1. The ag~nt produces this service at .
(unobservable) cost c E {O, I}. The agent knows the value of c, and the prin
cipal's prior beliefs about the agent's costs are Prec =0) =~. The principal
can hire a monitor to get a better estimate of the agent's cost. Consider the
extreme case where by paying a fee z to a supervisor the principal can
obtain exact proof of the agent's true costs with probability p when c =°
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and otherwise no proof at all of the agent's cost [more explicitly, the moni
tor sees nothing with probability 1 when c = 1, and with probability (1 - p)
when c =0]. When ~ould the principal want to hire such a supervisor?

If the principal does not hire a supervisor, he faces a standard screening
problem and offers the agent a price P =1 for the service if V -1 > V/2 and
P =0 otherwise. For the remainder of the analysis we shall take it that V>
2, so that the price P =1 is indeed optimal. In that case, the principal's payoff
is simply (V'- 1). If the principal hires a monitor at cost z, and if there is
no collusion, then, when c = 0, the principal gets to see the agent's cost with
probabilityp and can offer the agent a price P = O. When he gets no infor
mation from the supervisor, the principal now has even more reason to
believe that the agent has high costs (c = 1) and then optimally offers the
agent a price P =1. This contract gives the principal a payoff of

~pV+(1-~p}V -1) - Z

We shall assume that z is small enough that

~pV +(1-~p}V -1) - z>V -1

In that case the principal is better off hiring a supervisor to monitor the
agent.

How is this contract affected by the possibility of collusion between the
monitor and agent? The supervisor and agent can gainfully collude under
this contract when the agent's cost is c = 0 and the supervisor has obtained
proof of the agent's low costs. In that case the agent will obtain only a price
P =0 if her costs are revealed by the supervisor, while if the supervisor pre
tends he has not obtained any proof the agent gets a price P = 1 for her
services. Supervisor and agent can then share a potential rent of 1 by sup
pressing the information.

A self-interested supervisor colludes with the agent only if he benefits
from such behavior. Consider the following collusion technology: if the
agent offers the supervisor a transfer T for suppressing his information,
the supervisor obtains a benefit of kT, where k::; 1. The idea is that, since
the agent's transfer to the supervisor must be hidden (through, say, some
complex financial transactions in a tax haven on some Caribbean island),
the supervisor ends up getting less than what the agent paid.

To avoid such collusion, the far-sighted principal has to promise the
supervisor a reward w for proving that c = o. This reward must be high
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enough so that the following collusion-proofness or coalition-incentive
compatibility constraint is satisfied:

w~k (CIC)

When this constraint holds, the agent cannot gain by inducing the super
visor to suppress information, since she would have to pay the supervisor
more than 1 to get him to suppress the information.

The principal would not incur higher expected costs from hiring the
supervisor if he can subtract from the supervisor's pay the amount !pw
when the supervisor reports no information. Then the only consequence for
the principal of the possibility of collusion between the supervisor and
agent is that he has to incentivize the supervisor by adding a "bounty" to
his pay for delivering valuable information. This is not a very surprising
finding. Nevertheless, it is worth pausing and pointing out that the remu
neration .of auditing firms in reality is far from resembling this structure.
Typically, auditing firms are not rewarded for exposing accounting irregu
larities. Instead, their incentives to perform come from the penalties they
face if they are found to collude with the firm's manager. Unfortunately,
these latter incentives are effective only if the probability of detection of
collusion is sufficiently high.

When, moreover, as Tirole assumes, the supervisor has a limited wealth
constraint, so that !pw cannot be entirely subtracted from his pay when he
does not report any information, then collusion raises the principal's costs
of hiring a supervisor whenever !pk > z. In that case, the principal's payoff
when hiring a supervisor under a collusion-proof contract is

tp(V -k)+(l-tp)(V -1)

This simple example captures the essence ofTirole's analysis. It highlights
in a stark way that the principal could not gain from allowing collusion to
take place in equilibrium. Collusion could occur in equilibrium only if the
supervisor's limited wealth constraint is binding, if k is a random variable,
and if most of the time the realizations of k are small. In other words, col
lusion could occur in equilibrium in his model ~nly if it would not pay the
principal to attempt to deter the rare cases where collusion might be prof
itable for the supervisor and agent because they happen to have access to
a cheap enforcement technology. If, for example, the principal thinks that
k =! with probability 1 - 8 and k = 1 with probability 8, where 8 is small,
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then setting w =~ is optimal, and equilibrium collusion occurs with proba
bility c.

Our simple example also highlights how the possibility of collusion
increases the costs of monitoring for the principal. Interestingly, in a some
what richer example it can be shown that when it is costly for the principal
to pay a reward w to the supervisor, it may pay the principal to slightly dull
the agent's incentives so as to reduce the collusion rent between the super
visor and agent. We leave it to the reader to extend our simple setup to
allow for this possibility.

8.3.2 Application: Auditing

Tirole's basic three-tier structure with collusion has been applied to an
auditing problem and extended further by Kofman and Lawarree (1993).
Their starting point is the observation that, in reality, firms and their exter
nal auditors are themselves subject to random audits by supervisory author
ities. The basic theory of collusion we have just outlined suggests that the
supervisory authorities, or external auditors (as Kofman and Lawarree
denote them), can serve as a control mechanism not only on the firm's man
agers but also on their auditors.

Kofman and Lawarree consider the situation where external auditors are
more expensive than internal ones but are immune to collusion. This is a
plausible description of financial regulation in the United States, where
SEC staff are reputed to be incorruptible but resources are so stretched
that SEC staff can investigate only a small fraction of listed firms at any
time (this fraction has at times been so small that SEC supervision has
sometimes been referred to as the SEC roulette).

Kofman and Lawarree's model is built on the following simple principal
agent structure:

A risk-neutral manager produces output (or profits) with the following
technology:

q=O+a

where 0 E {O1. ~} is the firm's type, with 01 < ~ and Pre01) = ~. The manager
has a convex cost-of-effort function given by 1f/(a) =a2/2. A risk-neutral
principal contracts with the agent. The principal's first-best problem, when
he can observe both 0 and a, is thus to choose type-contingent transfers Ti

and actions ai to maximize his expected profit:
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1 1
max-(Ol +al -11)+-(Oz +az -Tz)

a;,Ti 2 2

subject to

a~
'E > -!.- for i =1, 2

I ~ 2 (MIRi)

where (MIRi) denotes the individual rationality constraint of the manager
when her firm is of type i. The solution to this problem is clearly to set ai =
1 and Ti=t.

The principal's second-best problem (when Oi is private information), in
the absence of any supervision, is to maximize the same payoff but with an
additional incentive constraint:

(MIC2)

(As we know from Chapter 2, only one of the two incentive incentive con
straints will bind at the optimum.) We also know from Chapter 2 that the
second-best contract specifies efficient effort provision for type fJz, under
provision of effort for type OI, and positive informational rents for type fJz
only.

For simplicity, suppose that ;j.0 = fJz - 01 = 1. Since effort al is no greater
than 1, this assumption means that type fJz is able to produce ql at zero
effort. Using this observation, the incentive constraint can be written in the
simpler form

ai
Tz-~>Ti2 - (MIC2)

Combining constraints (MIR1) and (MIC2), substituting for Ti in the
objective, and maximizing with respect to ai then yields the second-best
solution al = t and az =1.

8.3.2.1 Supervision

How can auditing improve on this outcome? Kofman and Lawarree model
auditing by assuming that the auditor observes an imperfect signal Yi of
managerial productivity. As before, we assume that this signal is hard infor
mation. This assumption simplifies the auditing problem, in particular by
ruling out the possibility that the auditor blackmails or extorts the manager
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by threatening to fabricate damaging reports. As in Tirole's problem, the
only concern with auditing is the possibility of collusion between the auditor
and the manager. Kofman and Lawarree allow for both type-1 and type-2
errors and assume that the signals observed by the auditor are such that

Pr(YiI8i) =S> t> 1-S =Pr(yj I8i )

Again, to avoid any complicating issue relating to the threat of extortion,
assume that both the manager and the auditor(s) observe the signal Yi.

We no~ tum to the interaction of internal and external auditors. To see
how the threat of an external audit can be used to reduce the risk of col
lusion between the internal auditor and the manager, it is helpful to proceed
in three steps. These steps also allow us to cover other important contribu
tions on optimal incentive contracting with auditing on which Kofman and
Lawarree's analysis builds. In a first step we analyze the optimal contract
ing problem between the manager, an honest-but-costly auditor, and the
principal. In a second step we consider optimal contracting between a
cheap-but-corruptible auditor, the manager, and the principal. Finally, in a
third step we consider the optimal contracting problem when both types of
auditors are combined.

Honest-hut-Costly Supervisor

The contracting problem involving an honest-but-costly supervisor is
similar to the auditing problem in Baron and Besanko (1984). It involves
the following four stages:

1. The manager learns her firm's type 8i .

2. The principal offers contracts to the manager and auditor.

3. The manager optimizes her payoff under these contracts by choosing her
hidden action.

4. The contract the principal has signed with the auditor specifies an
output-contingent audit probability and triggers a stochastic audit after
realized profits qi are observed.

As in Tirole's setup, the objective for the principal is to reduce the in
formational rent of the efficient manager. This can be achieved with a
punishment to be imposed on the efficient manager if she is found under
providing effort. That is, the optimal contract imposes a penalty on the
manager when output is low, but the signal received by the auditor is the
one that is positively correlated with the efficient type.
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Let r be the probability of an audit when output is low, and let K denote
the penalty imposed on the manager when sigilal yz is observed. Let the
cost of sending the supervisor be z as before, and let K* denote the
maximum penalty the principal can impose on the manager.

The principal's contracting problem then takes the form

1 1
max -{th +al -Ii +y[C1-S)K -z]}+-COz +az -Tz)

a;;Ii,r,K 2 2

subject to

aZ

Ii - yC1- S)K > -.!.- 2 (MIR1)

(MIR2)

(MIC2)

In comparison with the second-best problem without supervision, three
new effects arise: First, the principal faces new auditing costs: sending the
auditor with an ex ante probability r /2 costs rz/2. Second, auditing comes
with a type-1 error: the inefficient manager is wrongly punished with prob
ability (1 - S). As the manager is risk neutral, this effect washes out: it
involves a reward for the principal that is exactly compensated by a rise in
the transfer T1• Third, supervision reduces the information rent of the effi
cient manager, who is punished more often than the inefficient one if she
chooses to produce low output.To see this result, note that when constraints
(MIR1) and (MIC2) are combined, then

(MIC2')

Interestingly, when the penalty K is high enough, the second individual
rationality constraint (MIR2) may also be binding. When this is the case,
the efficient manager's informational rent will have been eliminated.

Another straightforward, but nevertheless important, observation is that
the benefit of an audit rises with K, so that maximum deterrence is optimal.
In other words, it is optimal to set K =K*. This observation dates back at
least to the early economic analyses of crime by Becker (1968). In his
original contribution Becker showed that maximum deterrence is efficient
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when there are no type-l errors, as it minimizes the probability of appre
hension of criminals needed to deter crime, and therefore law enforcement
costs. As the analysis here indicates, this logic extends to the situation where
auditors may make type-l errors.3 As is intuitive, the benefit of maximum
deterrence also rises in S, the accuracy of the audit signal.

The overall trade-off facing the principal involves rent extraction from
the efficient manager versus the audit cost z. As can be easily verified, the
optimal cpntract for a given cost z has the following features:

1. When the signal has low accuracy and/or the maximum punishment of
the manager is low, there is no audit at all and al = t.
2. When the signal has somewhat higher accuracy and/or the maximum
punishment of the manager is higher, an audit is worthwhile. Given the lin
earity of the contracting problem, the audit takes place with probability 1
when a low output is observed. The audit reduces the informational rent of
the efficient manager, but as long as she still retains positive rents, the effort
choice of the inefficient manager remains at t.
3. When the accuracy of the signal Sis very high or the punishment K* is
large, the efficient manager's informational rent vanishes [and (MIR2) is
binding]. At that point the inefficient manager gradually raises effort al up
to the first-best level (as Sor K* increases). The reason is that it takes lower
effort distortions to reduce the informational rent of the efficient manager.

4. Once the first-best effort has been reached for the inefficient manager,
further increases in signal accuracy or punishment make it possible to start
reducing the probability r of an audit.

A number of important insights for the regulation of audits are contained
in this simple analysis. In particular, this analysis highlights how the optimal
frequency of audits depends in a nonmonotonic way on the accuracy of
audits and the level of punishments for accounting fraud. We now turn to
the analysis of optimal audits in the presence of collusion.

Cheap-but-Corruptible Auditor

The contracting situation involving a cheap-but-corruptible auditor is quite
similar to Tirole's setup. It differs from the previous one in two respects:

3. Interestingly, maximum deterrence may even be efficient in the presence of type-1 errors
when the agent is risk averse. The reason is that maximum deterrence may actually reduce the
agent's overall risk exposure if it results in a sufficiently low probability of audit (see Bolton,
1987).
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First, collusion can now take place between the supervisor and the manager
once low output has been chosen and the "high~productivitysignal" yz has
been observed. As in Tirole's model, we let the two parties write enforce
able side contracts that maximize their joint payoff. To avoid collusion, the
principal must again reward the auditor for revealing incriminating evi
dence on the agent. Let w be the reward the auditor obtains when reveal
ing the signal yz to the principal. This reward must then be set to satisfy the
collusion-proofness constraint:

we:.K (CIC)

The second difference from the previous problem is that now audits
come for free, so that the principal pays no cost z. However, if we assume
that the auditor is resource constrained and thus cannot be punished for
failing to reveal the signal Yz, the principal still faces an expected audit cost
of yw(1 - t;)/2. That is, as before, the audit takes place only when ql is
observed (which happens with probability! in equilibrium), and then the
audit is triggered only with probability y. In addition, the auditor then gets
the signal yz only with probability (1 - ').

The contracting problem the principal faces is thus similar to the previ
ous one, except that now w(1 - ,) replaces z in the principal's objective
function, and an additional constraint (CIC) is imposed on the principal.

Note that the principal's audit cost is now increasing in the agent's
punishment K. Thus the principal now faces the following trade-off be
tween audit costs and informational rent extraction: in expected terms, the
auditor gets

K
y(I~')

2

which results in a reduction of the manager's rent, again in expected terms,
by

K
y(2' -1)

2

as can be verified from constraint (MIC2'). Therefore, the principal now
calls an audit if and only if 2' - 1 e:. 1 - " or ,e:. i.

When the accuracy of the signal is sufficiently high that this condition
holds, there will be an audit when ql is observed and, as before (and as can
be easily verified), the optimal outcome will depend on the value of the
maximum punishment K* that can be imposed on the agent.
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If K* is small, effort provision by both types of agents will be the same
as without monitoring, but the manager's information rent will be reduced.
For higher values of K*, the informational rent vanishes, and the low
productivity manager gradually raises her effort level up to its first-best
level.

One fundamental difference from the previous problem, however, is that
maximum deterrence ceases to be strictly optimal here. When the efficient
manager'~ informational rent has been eliminated and first-best effort levels
have been reached, a further rise in the punishment K brings no additional
benefits, .as the rise in the punishment is entirely offset by a rise in the
auditor's reward, w. In the previous problem this was not the case. Indeed,
the probability of a costly audit, 1, could be reduced while yK was kept con
stant. Here, instead, the rent of the collusive supervisor depends on yK, and
this cost does not decrease with K. It is for this reason that adding an addi
tional honest auditor can help, even if he is costly. The honest auditor can
play a useful role in monitoring collusion and thereby helping reduce the
reward that must be given to the corruptible auditor.

Once again, this simple contracting problem has yielded an important
insight-that Becker's principle of maximum deterrence emphasized so
much in the law and economics literature breaks down when the monitor
and agent can collude.

Cheap-but-Corruptible and Honest-but-Costly Supervisors

Finally, consider the contracting problem where both types of auditors may
be hired. Again, an audit takes place here only when output ql has been
observed. This problem is somewhat more complex, as the principal has a
choice between a number of different audit patterns. We need to introduce
new notation to describe this problem.

As before, y denotes the probability of a (cheap-but-corruptible) inter
nal audit. Let K i denote the manager's punishment when the internal
auditor reveals signal Yz, let qJ denote the probability of an (honest-but
costly) external audit instead of an internal one, and let Ke denote the
manager's punishment when the external auditor reveals signal yz. Finally,
let v denote the probability of an external audit when the internal audit
results in a reported signal Yl' In this event, if the reported signal Yl is due
to collusion between the internal auditor and the agent, then collusion is
detected for sure by the external auditor and the respective punishments
Kie and Si are imposed on the manager and the internal auditor.
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Most of the difficulty in analyzing this contracting situation lies in the
definition of the new contracting variables. Once these have been defined,
the principal's problem can be straightforwardly set up in the usual form:

subject to

a1Tz>- 2

and

(MIR1)

(MIR2)

(MIC2)

(CIC)

Note that the probability of an audit when output ql is realized is now
[r+ cp(l - ;1] instead of y. As before, the efficient manager must be com
pensated for being unfairly punished in equilibrium with probability
(1- s) This observation explains the form of the constraint (MIR1).

There are now two potential benefits of external audits. Besides the usual
benefit of reducing managerial rents, there is the added benefit of deterring
or reducing the benefit of collusion between the internal auditor and the
manager.

Next, note that maximum deterrence continues to be optimal under
external audits, so that Ke = K ie = K* and Si = S't, where S't denotes the
maximum punishment that can be imposed on the internal auditor.

What do we learn from this problem about the optimal frequency of
external audits, that is, about v and cp? Consider first the optimal choice of
v. When the internal auditor starts with no resources, we can rewrite the
collusion-proofness constraint as

w =max{O, K i -v(K*+Si'n (CIC)

Given that the principal already relies on an internal audit, the net
expected benefit of an' external audit policy v is then
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(l-S')(Ki -w)-S'vz

=(l-S')min{Ki , v(K*+ St)}-S'vz

=min{(l- S')Ki - S'vz, v[(l- S')(K* + St) - S'z]} (8.7)

Thus the choice of v, which has no impact on the individual-rationality
or incentive constraints of the manager, is driven by the following consid
erations: Either

(l-S')(K*+ St)-S'z < 0

in which case it is optimal to set v =0, or

(l-S')(K*+ St)-S'z~0

and equation (8.7) implies that the optimal v is given by

Kiv=---
K*+St

For this value of v, in tum, it is optimal to set Ki = K*, which means that
w = 0: whenever an external audit takes place with positive probability, the
cost of the internal audit is reduced to zero (and therefore Y= 1 is optimal).
Since, moreover, external audits do not occur with probability one when ql
is realized and an internal audit is triggered, this result implies that the
overall audit costs for the principal are reduced compared with the situa
tion where he could rely only on the external auditor. Note that this analy
sis also implies that rp = 0 is optimal; that is, it is inefficient for the principal
to rely only on a costly external audit.

The Kofman and Lawarree analysis thus rationalizes the simultaneous
use of internal and external auditing, where internal audits take place on a
continuing basis, while external audits occur only intermittently on a random
basis. This application highlights the richness of the principal-supervisor
agent framework when potential collusion is introduced.

Note, however, that this approach leaves open the issue of the enforce
ment of side contracts. Several attempts have been made to address this
issue. First, in Tirole (1992) and Martimort (1999) collusion is possible
through self-enforcing side contracts when auditor and agent interact
repeatedly over time. An interesting implication of that analysis is that the
principal may gain by forcing frequent rotation of auditors to preserve their
independence and undermine collusion. Regular rotation of auditors has
been proposed as a new regulatory requirement in the United States in the
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wake of the accounting scandals of 2001 and is mandated in Italy. Second,
in Leppamaki (1998) and Laffont and Meleu (1997) collusion is modeled
as an exchange of favors, with the supervisor suppressing damaging infor
mation about the agent in exchange for the agent suppressing harmful
information about the supervisor.

8.4 lIierarcbdes

Much of the theory of organizations covered so far in this chapter is mostly
applicable to small-scale :firms.We now address one of the most difficult and
least well understood questions in economics: What accounts for large
organizations, :firms with more than 100,000 employees, say? What is their
role? Why do they exist? And how should they be organized internally?

The representative :firm in micro- or macroeconomic textbooks is still the
small business of the preindustrialization era. Yet, as many economic his
torians have documented (most notably Chandler, 1962, 1977, 1990), much
of the economic development of the industrialization and postindustrial
ization eras has been driven by large-scale organizations, such as the large
railroads of the 19th century (some with more than 100,000 e~ployees) or
large automobile manufacturers like General Motors (with more than
700,000 employees).

Despite_the enormously important role these organizations play, formal
economic theories of large :firms and their internal organization are still few
and far between. In this section we cover theories of hierarchies and large
scale :firms that build on the basic multiagent moral-hazard paradigm dis
cussed in this chapter. In our summary of the chapter we shall also point to
the other recent formal theories of hierarchies, which are not based on a
basic agency relation.

We shall be concerned with the following questions: Why do hierarchies
exist? How are efficient hierarchical organizations designed? What deter
mines the number of layers (or tiers) in a hierarchy, the pay structure, and
employees' incentives along the hierarchical ladder?

Much of this section builds on the model by Qian (1994), which itself
integrates several earlier models by Williamson (1967), Beckmann (1977),
Rosen (1982), and, most importantly, Calvo and Wellisz (1978, 1979). The
Calvo and Wellisz approach to hierarchies builds on the basic efficiency
wage model discussed in Chapter 4 and adds monitoring by hierarchical
supervisors. The models by Williamson and others formalize the notion of
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loss of control in large multilayer firms-that is, the idea that monitoring
and management of employees becomes more difficult as the number of
layers that separate the manager from his employees becomes higher. As
we shall see, when one adds the notion of loss of control to a model of hier
archies ala Calvo and Wellisz, as Qian does, one can formulate a theory of
the optimal size and internal organization of firms.

Consider a hierarchy composed of M layers or tiers. For notational con
veniency,our convention will be to denote the highest tier, occupied by the
principal, as tier number 0, and the bottom layer of workers as tier number
M. For simplicity, we shall also ignore potential integer problems and
assume that the identical number of subordinates for any given manager in
any given tier (obtained by dividing the number of employees in tier l + 1
by the number of employees in tier l) is always an integer number. We shall
refer to this number as the span of control of the managers in a given tier.
Thus, let Xz be the number of agents in tier land mZ+l the span of control in
tier l; then the number of agents in tier l + 1 is given by XZmZ+l' Also, in what
follows we assume that there are N workers in the bottom layer: XM = N.

With this notation in hand, let the total output of the hierarchy be

8NqM

where 8 denotes the profitability of the business, N the number of produc
tive workers, or scale of the business, and qM the effective output per pro
ductive worker in an M-layered hierarchy. Following Qian, we model loss
of control by assuming that

so that

There is, thus, a lower loss of control the higher are the a/so In a first-best
world the organization would have no loss of control because 'all the layers
would set az = 1. However, loss of control arises in a second-best world as
the variables az are hidden actions chosen by each employee in layer l. In
the second-best problem Qian analyzes only the principal faces no incen
tive problem and sets ao = 1. For all other layers, az ::;; 1, and an efficiency wage
determines the level of az as follows: Each (risk-neutral) employee's payoff
in layer l is given by a fixed wage, Wz, which is paid if she is found not to be
shirking, minus her cost of effort lfI{az). Each employee's effort provision is
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monitored by her supervisor with probability Pt. If the employee is found
to be shirking, then she gets no compensation. Therefore, as we have seen
in Chapter 4, an employee's maximum level of effort given the wage Wt and
the probability of monitoring Pt is determined by the incentive constraint

Wt -If/(at) =(1-Pt )Wt

where the RHS denotes the employee's expected payoff when she shirks
and sets a =O.

The probability of monitoring any given agent in layer I, in turn, is deter
mined as follows: When a supervisor has mt agents to monitor, she can only
supervise each agent in her span of control with probability

1
Pt=

ml

In other words, the time a supervisor can spend checking on a subordinate
is inversely related to the number of subordinates under her control. This
relation is quite intuitive. Substituting for PI, we obtain the following fun
damental equation linking pay to span of control and performance:

WI = If/(al )ml

From this equation we can see the fundamental trade-off that shapes the
form of the organization and the number of hierarchical layers. Suppose
there were only two layers, layer O· occupied by the principal and layer 1
:filled by N productive workers. Then, to achieve a level of effort aM for all
the workers, the principal might have to pay a large wage

WM = If/(aM )N

when N is large. The principal might then be better off setting up a three
layer hierarchy with an intermediate layer of supervisors, each with a span
of control of mi workers. Setting up such an intermediate layer would
reduce the principal's own span from N to N / mi and would increase the
probability of inspection of each worker from 1/N to 1/mI. The benefit of
such a deepening of the organization is that now a level of effort aM for any
work~r can be elicited with a much lower wage of

WM =If/(aM )ml

The cost of this deepening, however, is that now the principal must also pay
a wage WI to N / mi supervisors. In addition, these supervisors must each be
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incentivized to reduce the loss of control resulting from the addition of the
intermediate layer. Thus, if the principal wants to have no loss of control
whatsoever, he needs to remunerate his supervisors at an efficiency wage
of

Thus the principal's organization-design problem when moving from a two
to a three-layer hierarchy is to determine the optimal span of control in the
middle layer and the optimal loss of control at the two bottom layers. If he
gets more supervisors, he can reduce his own span of control and thus
reduce both the wage per supervisor and the loss of control in the middle
layer. However, he has to pay more supervisors.4

More generally, the principal's organization-design problem for an
exogenous scale N takes the following form:

subject to

qz =qZ-laz

Xo =qo =1

xM=N

and

o:::;; az :::;; 1 for alIi

As is easy to see, this is a rather complex optimization problem, involv
ing both integer variables (the number of tiers) and continuous variables.

4. Note that Qian specifies two separate activities in middle layers, supervision of employees
on the one hand and reduction of loss of control on the other. Moreover, only one of these
activities involves an incentive problem. Supervision of employees in his model is a purely
mechanical activity. Other, perhaps more natural, models specify a single supervisory activity
in middle layers, which, however, involves an incentive problem. This is the approach taken in
Calvo and Wellisz (1978), for example. The advantage of Qian's formulation, however, is that
it leads to a more tractable optimization problem.
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Unfortunately, optimization problems involving the design of hierarchies
are inherently difficult ones. This is, perhaps, an important reason why
hierarchies have not been studied more by economists. Progress in charact
erizing optimal hierarchies has been made in the literature either by
formulating a problem that is sufficiently regular so that an explicit solu
tion to a difference equation can be found (see, for example, Radner, 1993)
or, as Qian has chosen to do, by taking M, the number of layers in the
hierarchy, to be a continuous variable, so that the optimal hierarchy can be
characterized using calculus of variations.5

Rather than attempt to provide a more technically involved discussion
of the solution to the general continuous problem considered by Qian, we
shall limit ourselves here to a simple example of hierarchies with only two
or three tiers (M =1 or M =2).

Consider first the case of a two-tier hierarchy with M =1. Recalling that
W = If/(a)N, which is paid to N agents, the principal's optimization problem
for this hierarchy is faidy simple:

max{8Na-lf/(a)N2
}

a

subject to

O:::;a:::;l

The first-order condition for this problem is given by

If/'(a) = i!
N

It is convenient to take the following functional form for the effort cost
function:

For this functional form, the first-order condition yields the simple
expression

a=(3:f
5. As Van Zandt (1995) points out, however, formulating a continuous problem as Qian has
done is not without conceptual problems. He shows that, as much as continuous approxima
tions can be justified with respect to Xl> they are not necessarily valid with respect to M.
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We shall take 8 to be low enough so that the optimal a is always strictly less
than one.6 We can also back out the formula for the efficiency wage,

(
8)3/Z

w= 3" N I
/
Z

to observe that productivity per worker is decreasing with the number of
workers, while at the same time wages are increasing in the number of
workers.!

Consider now the three-tier hierarchy with M = 2. The principal's
problem is now the much more complex problem

max {8NalaZ -If/(al)mlxl -If/(az)mzN}
al,aZ,Xl,ml,mz

subject to

and

Substituting for ml and mz, we obtain the unconstrained problem,

max {8Nalaz -If/(al)xf -If/(az) N
Z

}
Q1,az,Xl Xl

which can be solved in the following three steps:

First Step: Take al and az as Given, and Optimize with Respect to Xl' With
the functional form 1J!(ai) =ar the first- and second-order conditions with
respect to Xl reduce to

and

6. Notice that for simplicity we have suppressed the principal's own effort cost in setting
ao=l. )
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From the first-order condition we therefore obtain that

Xl =az N Z/ 3 2-l/ 3

a1

(8.8)

Second Step: Substitute for the Value ofXl in Equation (8.8) into the Objec
tive Function and Maximize with Respect to al. The reduced maximand
now is

max {8NalaZ -ala'iN4
/
3 (2-z/3 +2l

/
3

)}
al,a2

or

max {8NalaZ -ala'ixN4
/
3

}
al, a2

where

1( = (2-Z/3+21/3) ::::; (6.75)1/3 < 2

From this maximand, it is easy to see that the principal's objective is
linear in ah so that al =1 is optimal given that

8Naz -a'ixN4
/
3

must be positive at the optimal az.

Third Step: Substitute for al = 1 in the Principal's Objective and Solve for az.
The principal's objective now is

max {8Naz -a'iN4
/
31(}

a2

subject to

O::;az ::;1

and the first-order condition to this problem yields the solution

Again, we shall take 8 to be small enough that az < 1.
This pro~edure provides a complete characterization of the solution, and

we are now ready to compare the two hierarchies with M =1 and M =2.

A first observation is that optimal effort provision is lower at lower tiers
in the hierarchy: az ::; al. That is, agents work harder the higher up in the
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hierarchy they are. This is a general observation that is valid in the general
problem considered by Qian. There is a fundamental economic reason for
this result: the higher up in the hierarchy one is, the more worker outputs
one's effort enters into. Since supervisors' effort enters multiplicatively into
each worker's output, the marginal return of each supervisor's effort is mag
nified by the span of control of that supervisor, while the marginal cost of
the supervisor's effort is the same as for workers. It follows that supervi
sors should work harder the higher up the ladder they are.

A second observation is that the three-tier hierarchy (M =2) is more
likely to dominate the two-tier hierarchy (M =1) when 8 and/or N increases.
To see this relation, note that, after substituting for the optimal efforts and
control spans in each hierarchy, we obtain the following expressions for the
principal's profit under both hierarchies:

Na(8 - a2N) =(2.3-3/ 2 )83/ 2N 1/2

<:::: 0.5 83/ 2N 1/ 2

for M =1, and

Na2(8 - a2N1/3J() = (4J() -1 82N 2/3

<:::: 0.15 82N 2
/3

for M = 2. Therefore, M = 2 dominates M = 1 when (jl2N 1
/
6 ~ 3. Again, this

observation is valid for the general problem. When the scale of the firm
increases, it becomes profitable to add more layers to the hierarchy. And
the depth of the hierarchy grows faster with scale when the overall pro
ductivity of the firm is higher.

This latter observation is easy to understand when combined with the
third observation that in each hierarchy effort increases with 8 and
decreases in N. This is intuitive and again a general conclusion: When 8
increases, the return on effort is higher, and since the cost-of-effort func
tion is strictly convex, it pays more to introduce an intermediate layer
at higher efforts to cut down o~ wage costs at lower layers. Similarly,
an increase in N reduces the level of supervision in hierarchy M = 1 and,
as we have shown, results in a cut in effort. Consequently, a rise in N
increases the gain of an intermediate layer, to save on wages at the bottom
layer.

Our final observation about wages in hierarchy M = 2 is that WI increases
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with both eand N, while Wz increases with ebut decreases with N. Indeed,
for the optimal three':'tier hierarchy we have

WI =tff(al)xl =Xl =a zN Z/32-1
/
3 =!!- N 1/32-1/3

2K

and

The intuition for these results is that a rise in e makes higher effort
optimal at the bottom, which requires a higher wage Wz and therefore more
supervision. But when adding more supervisors the principal's span of
control rises, and to compensate for the resulting supervision loss the prin
cipal must pay higher wages WI to his supervisors. In contrast, while a higher
N results in a higher wage for supervisors, to compensate for the supervi
sion loss in the middle tier, it results in a lower wage at the bottom layer as
supervision at that level improves with the addition of more supervisors.
Interestingly, therefore, when N increases there is an· increase in wage
inequality in the organization-that is, a rise in Wl!WZ.7

To sum up, Qian's theory as illustrated in this simple example yields many
empirically consistent predictions about organizations: (1) The prediction
that effort.decreases when one goes down the hierarchical ladder is broadly
consistent with casual observation on how hard employees in large firms
work. (2) The prediction that the optimal number of tiers of the organiza
tion increases with profitability and scale also appears to be in step with
reality. (3) The conclusion that, for a given number of tiers, wages increase
as the profitability of the organization increases is consistent with reality,
and more interestingly, the prediction that wages at the bottom layer de
crease with scale, which at first sight seems contradictory, also appears to
be borne out in reality. (4) The result that for the three-tier organization
(and more generally for organizations with more than three tiers) wage
inequality within the organization increases as its scale of operation in- .
creases is also in step with casual observation 'on how pay scales in firms
vary with size.

7. Note that when N;::: 4, we have Wl ;::: Wz as az ::;; 1.
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Finally, an important result in Qian, which we have not been able to illus
trate in our simple example, is that, when the firm can optimize over the
number of workers N, then in general there is a determinate optimal finite
size of the firm, which is increasing in 8. The main reason why the optimal
size of the firm is finite is that the principal has to incur a loss of control as
he adds more layers. Thus Qian's model articulates and extends Kaldor's
theory for. why firms eventually face decreasing returns to scale-because
they are tinable to perfectly duplicate the scarce managerial input of the
top manager. As compelling as this explanation is, it unfortunately does not
fully resolve the question of the optimal size of firms. In Qian's model loss
of control is assumed and not fully explained. In particular, Qian remains
silent on the question of why firms would be unable to avoid loss of control
through selective intervention by top management. To be able to articulate
rigorous answers to this fundamental question, we need to move to Part IV,
dealing with incomplete contracts and control.

8.5 Summary

In this chapter we have introduced the main approaches to the theory of
the firm that are based on a multiagent moral-hazard contracting problem.
We have seen how the introduction of competition between agents can
improve their incentive contract and how competition can be undermined
by collusion among agents, but also how competition itself may undermine
cooperation among agents. We have pursued the analysis of collusion
further in the context of a principal-supervisor-agent relation and analyzed
how auditors' incentives must be structured to minimize collusion or cor
ruption. Finally, we have explored how a theory of firm size and internal
hierarchical structure can be built on the idea of monitoring and limited
attention.

The main insights of our analysis for the internal organization of firms
are the following:

• As Alchian and Demsetz (1972) first proposed, the main purpose of a firm
may be to mitigate incentive problems arising in situatiqns involving mul
tiple agents. A firm may be described in simple terms as involving a boss
who supervises workers' effort provision, possibly assisted by a group of
supervisors.
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• As Holmstrom (1982b) first pointed out, to. maximize incentives for all
team members it may be efficient for the firm to write a financial contract
with a third party, the budget breaker. Interestingly, this contract may resem
ble a debt contract. Thus the theory of moral hazard in teams may provide
yet another rationale for debt financing.

• When agents' individual performance is observable it may be efficient to
base their compensation in part on their relative performance, as is done
for example in tournaments, studied by Lazear and Rosen (1981) and Green
and Stokey (1983), in particular. As stressed by Holmstrom (1982b), the
main advantage of relative performance schemes is that they expose risk
averse agents to less risk when agents' individual performance is subject to
common shocks. The strength of tournaments as a particular relative
performance-evaluation scheme is that they reduce the principal's incen
tive to manipulate the outcome ex post, as he must payout the prizes to
some winners anyway.

• The main drawback of relative-performance-evaluation schemes is that
they may foster destructive competitive behavior, such as sabotage of other
agents' output, and generally undermine cooperation among agents. Thus,
as detailed, for example, by Holmstrom and Milgrom (1990), in situations
where cooperation is likely to bring large benefits and where agents' indi
vidual performance is only subject to small common shocks, it may be
optimal t~ move away from relative-performance schemes and instead have
agents share the returns of their actions. It may then even be worth letting
the agents collude.

• In .vertical principal-supervisor-agent structures, however, it is generally
not optimal to let the agent collude with the supervisor. As detailed by
Tirole (1986), collusion-proof incentive schemes in such structures gener
ally result in dulled incentives for the agent, relative to situations where
collusion is not feasible, but enhanced incentives for the supervisor (or
auditor). The analysis of optimal incentive contracting to prevent collusion
in these structures yields a number of important insights on how incentives
of the accounting and auditing industry ought to be structured.

These are some of the main lessons to be drawn from this chapter. There
is a rapidly growing literature on organizations and the multiagent moral
hazard perspective on firms. We have covered only some of the foundational
studies in this chapter. For a more wide-ranging treatment of the themes
discussed here we refer the reader to the book on the economics of
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organization by Milgrom and Roberts (1992) and the survey on the theory
of the firm by Holmstrom and Tirole (1989).

8.6 Literature Notes

As we have already emphasized, the founding articles on the multiagent
moral-hazard perspective on the firm are by Alchian and Demsetz (1972)
and Holmstrom (1982b). We have already discussed many of the subse
quent contributions they have spurred in the body of the chapter. An impor
tant related general analysis that we have not covered in the chapter
is Mookherjee (1984), which considers a more general framework than
Holmstrom (1982b).

We have also not had the space to cover several different interesting
areas of application of contracting with multi-agent moral hazard. Thus, one
set of applications is sharecropping, partnerships, and franchise contracts,
which all have been modeled as contracting problems with multi-agent
moral hazard (see, in particular, Eswaran and Kotwal, 1985, for an early
such model of sharecropping; Mathewson and Winter, 1985, and Lal, 1990,
for models of franchising contracts; Demski and Sappington, 1991, and
Bhattacharya and Lafontaine, 1995, for models of partnership contracts
with double-sided moral hazard). Another important area of application,
which we have not been able to cover, is joint ventures and in particular
research joint ventures (see, in particular, Bhattacharya, Glazer, and
Sappington, 1992, for a model of multi-agent moral hazard and disclosure
of information in a research joint venture). A third large area of applica
tion is the auditing and accounting literature (see, for example, Demski and
Sappington, 1984, 1987, and Melumad, Mookherjee, ~nd Reichelstein,
1995). Finally, an important omission from the chapter, and which possibly
might be the culmination of this approach, is the contribution of Holmstrom
and Milgrom (1994) on the firm viewed as an incentive system.

Two areas on which there is now a substantial body of economic litera
ture and on which we have barely touched are, first, collusion in organiza
tions and, second, hierarchies. Following the original article on collusion in
principal-supervisor-agent structures by Tirole (1986), the literature has
grown in a number of interesting directions. Laffont and Martimort (1997,
2000) have explored collusion under asymmetric information and dealt with
issues relating to the modeling of mechanism design of side contracts.
Felli (1996), Strausz (1997), ~aliga and Sjostrom (1998), Laffont and
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Martimort (1998), and Macho-Stadler and Perez-Castrillo (1998) explore
the idea that delegation to the supervisor or decentralization may be a way
of reducing the scope for collusion. The difficult problem of collusion with
soft information has also been explored by Baliga (1999) and Faure
Grimaud, Laffont, and Martimort (2003).

Similarly, the economic literature on hierarchies includes a number of
alternative approaches besides moral hazard and loss of control, that Calvo
and Wellisz (1978, 1979), Williamson (1967), and Qian (1994) have empha
sized. Optimal hierarchies to minimize the costs of information processing
and communication have been analyzed in Keren and Levhari (1979,1983),
Radner (1992, 1993), Bolton and Dewatripont (1994), Van Zandt (1998,
1999), Prat (1997), and Vayanos (2003). Another approach to the design of
hierarchies by Cremer (1980), Aoki (1986), Geanakoplos and Milgrom
(1991), and Marschak and Reichelstein (1995,1998) is based on bounded
rationality and the limited attention of managers. Another role of hierar
chies explored in Garicano (2000) and Beggs (2001) is the facilitation of the
handling and allocation of more or less specialized tasks to generalists and
specialists. Finally, Sah and Stiglitz (1986) explore the question of the
optimal decision structure (hierarchical or polyarchical) for the approval of
risky projects by firms, when managers can make mistakes in their project
evaluations. Hart and Moore (2000) also deal with the issue of the optimal
allocation of decision rights in an organization and explore the idea of hier
archies as' precedence rules.

All these approaches attest to the richness of the economic question of
the internal organization of firms. They point to the complementary role of
hierarchical institutions to markets, and also to the richness of alternative
ways of allocating tasks, goods, and services besides trading in organized
markets.





ill REPEATED BILATERAL CONTRACTING

The third part of this book deals with ongoing, or repeated, contractual rela
tions between two parties. New conceptual issues arise here that relate to
renegotiation of long-term contracts and the inability of contracting parties
to always commit to or enforce long-term contractual agreements.

The fact that a contractual relation may be enduring affects incentive pro
vision and information revelation in fundamental ways. For example, in the
early stages of a contractual relation the agent may hold back on revealing
information that could be used against her in later stages of the relation.
Alternatively, the agent may engage in reputation building activities to
enhance her future value to the principal. In short, repeated interaction
opens up a whole variety of new incentive issues, but it also permits more
refined contractual responses.

In principle, long-term contracts could be ever increasing in complexity
as the contractual relation persists and optimal contracting problems could
become increasingly intractable. This is all the more to be expected if the
contracting parties may renegotiate the contract along the way. We shall
explain, however, that paradoxically, optimal long-term contracts could
actually take a simpler form in an ongoing relation than in a one-shot rela
tion. They may, for example, specify a simple linear relation between output
performance and compensation, or they may just specify simple perfor
mance targets.

At a more conceptual level, a major difference with the static optimal
contractirig problems analyzed in Part I is that in repeated contracting sit
uations the revelation principle no longer generally applies. As a result, the
characterization of optimal long-term contracts under asymmetric infor
mation is often significantly more complex. However, if the revelation
principle no longer applies, there is nevertheless a closely related general
principle that helps in determining the optimal form of the contract: The
renegotiation-proofness principle. According to this principle optimal long
term contracts take the form of contracts that will not be renegotiated in
the future. The determination of optimal renegotiation-proof contracts then
generally involves solving an optimization problem where the by now famil
iar incentive constraints are replaced by tighter renegotiation-proofness'
constraints.

The first chapter in this third part (Chapter 9) considers optimal long
term contracts under hidden information. The second chapter (Chapter 10)
considers optimal long-term contracts under hidden actions. Much of the
material in these two chapters draws on fairly recent research and is
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synthesized here for the first time. Unlike the material in Part I, the con
cepts and methods explored in this part are not as well digested and may
well evolve significantly in response to future research breakthroughs.



9 Dynamic Adverse Selection

In this chapter we consider repeated interactions between two contracting
parties under one-sided asymmetric information. We analyze two opposite
cases: one where the agent's type is drawn once and remains fixed over time;
the other where there is a new independent draw every period. In the first
situation, dynamic contracting. issues arise because of the gradual elimina
tion of the informational asymmetry over time. The second situation leads
to questions of intertemporal distribution of allocative distortions as a way
to reduce the agent's informational rent. We begin by considering the case
where the agent's type remains fixed over time. As in Chapter 3, the game
theoretic concept we rely upon is perfect Bayesian equilibrium.

9.1 Dynamic Adverse Selection with Fixed Types

The basic issue at the heart of dynamic-adverse-selection models with fixed
types can be understood with the following example, which considers a
seller facing a buyer whose valuation he does not know. As seen in Chapter
2, in a static setting, the seller may want to set a price so high that he does
not sell with probability one, even if his production cost is below the lowest
possible buyer valuation. This is an example of the classic trad~-off between
allocative efficiency and informational rent extraction under adverse
selection.

What h~ppens, however, once the buyer has made her buying decision?
If she did not buy, the seller now knows that her valuation is low. The infor
mation revealed through the execution of the contract therefore opens up
a new trading opportunity, at a lower price.While this opportunity is Pareto
improving ex post, it ends up hurting the seller from an ex ante point of
view, because high-valuation buyers will anticipate that an initial unwill
ingness to trade will prompt the seller to lower his price. Recontracting thus
limits the ability of the contract to rely on ex post allocative inefficiency for
rent extraction purposes; to put it differently, this is a case where sequen
tial optimization differs from overall ex ante optimization.

This commitment problem under adverse selection is relevant in a variety .
of settings that we shall consider. In fact, mutually efficient renegotiation
arises whenever the uninformed party has an interest in becoming "softer"
with the informed party. It happens, as we have stressed, with monopolists
facing buyers with uncertain valuations (bargaining/durable-good monop
oly problem). It also arises with creditors who do not want to terminate
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entrepreneurs with bad projects because of previously sunk expenses (soft
budget-constraintproblem). More generally, the issue of renegotiation arises
whenever the parties are protected by a long-term contract but cannot
commit against sequential, mutually profitable, alterations of this contract.

A second commitment problem in dynamic-adverse-selection settings
concerns unilateral contractual gains: When the parties can sign only short
term cont~acts, ex post opportunism can also arise because of information
revealed by contract execution.This is the case of the ratchet effect, by which
the uninformed party offers the informed party "tougher" contracts if it
learns that its productivity or valuation is higher. The mechanics of short
term contracting is somewhat different from that of long-term contracting
with renegotiation. Once again, however, what is an ex post unilateral gain
for the uninformed party turns out to be detrimental from an ex ante point
of view, because it is anticipated by the informed party.

How can the uninformed party mitigate these two commitment prob
lems? Several ideas have been explored in the literature:

• First, one can design contracts whose execution limits the amount of infor
mation revealed about the informed party's type, that is, contracts with
(partial) pooling in the allocative choices of the informed party. This
approach limits ex post recontracting opportunities.

• A more extreme version of this idea is to make it impossible for the un
informed party to observe in timely fashion the contract choices of the
informed party, by not investing in the appropriate monitoring systems.This
leads to "simpler" and more "rigid" contracts than the optimal static
counterparts.

• More generally, the literature obviously stresses the benefits of signing
long-term contracts, even if the parties cannot commit not to engage in
future Pareto-improving renegotiation. While a long-term contract protects
each party against ex post opportunistic behavior by the other party, short
term contracts can instead help alleviate excessive uninformed-party soft
ness. For example, making it hard for an initial creditor to provide
refinancing can limit the soft-budget-constraint problem mentioned earlier.

In section 9.1.1 we first detail a dynamic buyer-seller problem and discuss
the consequences of the two potential problems facing an uninformed
seller, that is, lack of commitment to engage in Pareto-improving renegoti
ation of long-term (or sale) contracts and lack of commitment not to engage
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in opportunistic behavior under short-term (or rental) contracting. We then
turn to various other applications. Section 9.1.2 considers the renegotiation
of insurance contracts and discusses the desirability of restricting the infor
mation available to the uninformed party about the behavior of the
informed party. Section 9.1.3 turns to credit markets and the soft budget
constraint, and the optimality of relying on a sequence of uninformed
parties to alleviate commitment problems. Finally, section 9.1.4 revisits
these insights in a much-studied application, the regulation of a monopo
list with private information on its intrinsic productivity.

9.1.1 Coasian Dynamics

An important potential effect of repeated interactions is to reduce monop
oly power by creating intertemporal competition between current and
future incarnations of the monopolist. This effect has been noted first in
durable-goods markets, where it has been observed that a monopoly seller
may face competition from old buyers who sell the good in secondhand
markets. A related point has been articulated by Coase (1972), who conjec
tured that a monopolist selling a perfectly durable good in a world with no
discounting would be forced to sell essentially at marginal cost. The logic
behind his conjecture is that early buyers would not accept m()nopoly prices
if they anticipate that future prices will decline following their purchase of
the durable good. The expected price decline would indeed follow if there is
a fixed total demand for the durable good. Coase's basic logic is relevant
more generally to any dynamic contracting situation where the agent's type
is fixed over time, as emphasized by Stokey (1981), Bulow (1982), Fudenberg
andTirole (1983), Gul, Sonnenschein, and Wilson (1986), and Hart andTirole
(1988). In this section, we follow the analysis of Hart and Tirole (1988), who
have detailed the comparison between short-term and long-term contracts.

We consider a problem of a buyer and seller ("she" and "he," respec
tively) with bilateral risk neutrality, two periods, two buyer types, and a
single unit of good to exchange. We then briefly extend the analysis to three
periods.

Specifically, assume a buyer that has valuation Vi per period of con
sumption of the good [with 0 < VL < vHand, initially, Pr(vH) =/3, which is
common knowledge] while the seller has zero valuation for the good. The
seller maximizes the net present value of his expected revenue, while the
buyer maximizes the net present value of her consumption minus her
payment to the seller. Both parties have a common discount factor 8:;5; 1.
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Finally, we call Xit the probability that the type-i buyer consumes the good
in period t.

9.1.1.1 Full Commitment Solution

Consider first what the seller could achieve by making a single take-it-or
leave-it two-period contract offer. Let us define net present values as
follows: Ll =5° + 51 =1 + 5, Xi =Xz1 + 5xu, and Ti is the net present value of
the payment of the buyer of type i to the seller.

Under full commitment, because buyer types are fixed, the seller's
problem reduces to the static problem. Indeed, the seller offers the buyer
a menu {(XL, TL), (XH, TH)} that solves

max(l- f3)TL +13TH
Xi,Ti

subject to

ViXi-Ti ~O i=L,H

and

O::;Xi::;Ll i=L,H

As explained in Chapter 2, at the optimum the participation constraint
for i =L and the incentive constraint for i =Hand j =L are binding, so that
the seller's problem reduces to

max(l- f3)VLX L + f3[VHX H-(VH -vdXd
Xi

The solution is XH= Ll, and XL = Ll if

in which case TL =VL = TH=VL' Indeed, selling to both types means col
lecting the low valuation only. Instead, if 13 > 13', that is, if the probability of
facing a low-valuation buyer is low enough, it is best to exclude her and set
XL =0 =TL, which allows the seller to set TH=VH' This is the trade-off high
lighted in Chapter 2. Since the problem here is linear, we thus have either
ex post efficiency or a comer solution with zero consumption.

To make things interesting, we now assume 13 > 13'. This assumption makes
a difference after the period-l ~hoice by the buyer: once she has declined
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to consume, the seller knows that her valuation is VL' It will then be in his
interest to lower the price in period 2. This response, however, will be antic
ipated by the buyer initially.

9.1.1.2 Selling without Commitment: The Durable-Good Monopoly
Problem

If, at each period t, the seller can make only spot-contracting offers to the
buyer, that is, offers to buy the good in period t at price Pt , what is the
perfect Bayesian equilibrium of this game?

If the buyer buys in period 1, the game is over. If the buyer does not buy
in period 1 after a price offer Ph call {3(PI ) the probability assessment by
the seller that he is facing a type-H buyer. This assessment has to be com
patible with Bayes' rule.

The continuation equilibrium in period 2 has to be Pz= VH if {3(PI ) > {3'
and Pz=VL otherwise, by sequential rationality. In any case, the type-L buyer
is left with zero surplus in period 2. This buyer thus accepts a period-1 offer
if and only if

What about the type-H buyer? If she expects Pz= VH, she is getting zero
surplus in period 2 and accepts a period-1 offer if and only if

PI ::;VH~

If instead she expects Pz=VL, she is more reluctant in period 1 and accepts
an offer if and only if

PI ::;vH~-8(VH -VL) =VH +8VL =P'

The seller is thus faced with three choices in period 1:

• First, he can set a price PI::; VL~ = VL(l + 8) and sell with probability 1 in
period 1. The maximum revenue he can obtain in this range is by setting
the highest such price. His revenue is then vL(l + 8).

• Second, he can sell in period 2 to the consumeJ; of type L. Then the second .
period price will be vL. Consequently, the highest possible first-period price
is p', and the seller's revenue is
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Since we have assumed that [3 > VdVH' this option is better for the seller
than the first one.

• Third, the seller can set a first-period price higher than P', but less than
or equal to vH(1 + 5). In this case, the continuation equilibrium has to be in
mixed strategies: for P2 = VL, the type-H buyer.does not want to buy in
period 1, so P2 =VL cannot be a continuation equilibrium; and for P2 =VH,
the type-H buyer wants to buy in period 1, so P2 = VH cannot be a continu
ation equilibrium either. In order to make the seller indifferent between
setting his second-period price at VL or at VH, we must have VL = [3(PI)VH.
This means having the type-H buyer accept the first-period offer with
probability y such that

[3' =. :!.!::.. = [3(1- y)
VH [3(l-y)+(l-[3)

or

{3 - {3'
y = (3(1- (3')

In tum, the buyer has to be indifferent between accepting and rejecting PI,
implying that the probability that P2 =VH given Ph which we call o(PI), has
to satisfy

which means

A first-period price PI thus leads to randomization by the type-H buyer,
with (constant) probability y of accepting the seller offer, and second
period randomization by the seller, with probability o(PI) of offering the
high second-period price and probability [1 - o(PI)] of offering the low
second-period price. The expected revenue of the seller is then

[3yPI +({3(1- y) +(1- [3)]OVL

which is maximized for the highest possible price in this range, that is, for
PI =vH(l + 5) and for o(PI) =1. The seller's revenue is then
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fiYVH(1 +8) +[fi(1- Y) +(1- fi)]8vL

which, USiilg the value of ywe computed earlier, equals

This expected revenue has to be compared with the seller's revenue under
the second pricing strategy where he sells for sure to the type-H buyer only
in period 1, that is, fiVH + 8vL. The preceding expression is increasing in fi:
for fi '"'"'"'7 j3', selling for sure is better than randomizing, because randomiz
ing means selling with a very small probability in period 1. Instead, for fi '"'"'"'7

1, selling for sure in period 1 is worse than randomizing, because by ran
domizing the seller can sell with a high probability at the high price VH in
period 1. There is thus a cutoff value of fi above which randomizing is pre
ferred and below which selling for sure to type-H is preferred.

Lack of commitment thus means that the seller cannot refrain from
cutting prices when he becomes more pessimistic about the valuation of the
buyer. Selling to the high-valuation buyer for sure in period 1 thus means
having to settle for a lower first-period price than under commitment,
because the buyer understands the price will be low in period 2. And
keeping prices high means accepting that a sale will be less likely in period
1. This last strategy is profitable when the seller cannot hope to get much
revenue from a low-valuation buyer in period 2, because the probability
that he is facing such a buyer is low.

9.1.1.3 Renting without Commitment: The Ratchet Effect

The preceding analysis assumed a sale, that is, consumption with probabil
ity 1 in periods 1 and 2 by a buyer who had made her decision to buy
in period 1. Another strategy is spot rental; that is, the buyer pays R1 in
period 1 just to consume in period 1, and the seller makes a new offer Rz
in period 2.

As is known from the durable-good-monopoly literature, renting could
be an attractive alternative to selling for the monopolist (see, for example,
Tirole, 1988). This result, however, relies on the assumption of buyer
anonymity: the firm is supposed to face a continuum of anonymous buyers.
Under a sale, the firm first serves the top part of the demand curve and
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cannot commit not to subsequently lower the price, thereby making high
valuation consumers reluctant to buy early, just as before. Instead, a rental
solution gets around this problem because the seller faces the same demand
curve period after period and because he cannot keep track of who has
already bought.

If we assume instead that the seller faces a nonanonymous buyer, things
change dramatically: In the case of a sale, the only problem for the seller
in the previous situation was his inability to commit not to lower the price
in period 2 when he thinks he is facing a type-L buyer. Now, a second
problem is the seller's inability to commit not to raise the rental price in
period 2 when he thinks he is facing a type-H buyer. This ratchet effect will
also be taken into account by the type-H buyer.

What is the perfect Bayesian equilibrium? In period 2 it is the same as
before for a given {3(R I ): R2 =VH if {3(R I ) > {3' and R2 =VL otherwise. What
about period I? As in the previous section, we have three cases:

• Note that the type-L buyer does not accept any R I above VL. One option
for the seller is thus to set R I =VL, rent to both types in period 1, and set
Rz = VH (because {3 > VzlVH == {3'). His revenue is then VL + O{3VH'

• In a fully separating equilibrium, the highest first-period rental price the
type-H buyer accepts is such that

VH -RI :2:0(VH -VL)

Indeed, separating by renting in period 1 implies obtaining no surplus in
period 2 (R2 = VH), while not renting in period 1 means obtaining the low
rental price in period 2 (R2= VL)' In this case, the revenue for the seller is

This equals

{3VH +OVL

which is higher than the expected revenue under the first strategy for
0::; 1, since {3 > VzlVH == {3'. This outcome is the same as the one obtained
with full separation when the buyer is offered a sale contract. Note,
however, that here the constraint on R I is

This means that separation is possible only for 0::; 1.
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• Finally, the seller can induce semiseparation. As in the previous subsec
tion, this means inducing the type-H buyer to rent with probability

{3 - {3'
r = (3(1- (3')

in order to make the seller indifferent between setting R z =VL and R z =VH

after a rejection of Rl • In turn, the buyer has to be indifferent between accept
ing and rejecting Rl • Since accepting means getting no surplus in period 2,
the seller must set Rz = VH with probability a(Rl ) to satisfy the equation

VH - R l =8[1- <J(Rl)](VH - VL)

to keep the buyer indifferent between accepting or rejecting Rl • This means
that

Once again, the best such outcome for the seller is the highest possible
rental price, that is, Rl =VH. In this case, the seller's revenue is

which, using the value of r we computed previously, equals

With two periods, we thus obtain the same outcome as with a sale. This
result ceases to be true, however, with more than two periods, as we now
show.

9.1.1.4 More Than Two Periods: On the Suboptimality of Renting
without Commitment

With more than two periods, the ratchet effect can make the rental solu
tion strictly worse than the sale solution, because the combination of .
dynamic incentive problems faced by the seller-his desire to lower the
rental price for the type-L buyer and to raise it for the type-Hbuyer-limits
the separation of types that can occur. Indeed one can show that, as a result
of the seller's dynamic incentive problems, the type-H buyer cannot be
made to accept early separating rental offers in equilibrium with probability 1.
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To be specific, call /3t the seller's period-t probability assessment that the
buyer has a high valuation given that she has rejected his offers in periods
1,2, ... , t -1 (we thus have A=/3). Then we have the following result: In
a T-period rental problem, if 0 + 52 ~ 1, we have /3t ~ /3' for all
t ~ T - 1. This result can be proved by contradiction. Take the first period
t ~ 2 such that /3t < /3'. If t ~ T -1 and the buyer has rejected the previous
offers, the seller has an incentive to set the rental price equal to VL from t
on. If the buyer has accepted the previous offer, the seller from then on sets
the rental price equal to vH. For a type-H buyer to accept the offer at t - 1,
we must therefore have

VH - Rt-1 ~ (VH - VL)(O + ... +OT-t+1) ~ (VH - VL)(O +02)

But this implies Rt- 1~ VL, which means that both types of buyers take the
Rt-1offer, a contradiction with /3t-1 ~ /3' > /3t.

In the rental case, there is thus a limited amount of revelation of types that
is possible before the last two periods. This limitation implies in particular
that, when full separation is optimal in the two-period problem (which is the
case for /3 close enough to /3'), the sale outcome is strictly better than the
rental outcome in the three-period problem. Indeed, in the latter problem,
the seller could sell in period 1 to the type-H buyer at a price

P1 =VH +(O+02)VL

and in period 2 to the type-L buyer at a price

P2 = (l+o)vL

In contrast, in the rental outcome, he only has the following two choices:

• First, set R1 > vL, so as to have f3z =/3'. The continuation payoff as of period
2, however, is only (1 + O)VL (because the seller randomizes and thus gains
nothing when he sets a rental price different from VL). Moreover, in period
1, we have R1 ~ VH and a p:wbability of renting strictly less than the prob
ability of facing the type-H buyer. This outcome is thus worse than the sale
outcome.

• Second, set R1 =VL, so as to have the two-period full-separation outcome
starting in period 2. But this is like the sale outcome, with period 2 replac
ing period 1. This is worse again, however, because 0 < 1 and /3VH > VL.

The suboptimality of renting with nonanonymous buyers relative to
selling illustrated in this three-period example is a general phenomenon, as
shown by Hart and Tirole (1988). To summarize, in the durable good
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monopoly problem renting dominates sales if buyers remain anonymous,
but otherwise sales dominate renting.

9.1.1.5 Long-Term Contracts and Renegotiation

The previous subsections contrasted the full-commitment solution and the
no-commitment, spot-contracting solution. In between these two cases is
the case where long-term contracts are feasible but the seller cannot
commit not to offer the buyer a new contract at the beginning of period 2
that would replace the initial contract if the buyer finds it acceptable. This
case differs from the full-commitment solution, where the seller is assumed
to be able to refrain not only from engaging in opportunistic behavior (the
ratchet effect) but also from making Pareto-improving offers (cutting the
price to sell at mutually agreeable terms) ..

This intermediate case is very realistic. Indeed, by contractual enforce
ment, we typically mean protection against opportunistic contract viola
tions that hurt a contracting party. Contractual enforcement is limited
to situations where one party complains about a violation and does not
prevent the parties from simultaneously agreeing to tear up the agreement
and sign a new one.l Pareto-improving renegotiation is a concern because,
once again, what is Pareto optimal as of period 2 may not be p'areto optimal
as of period 1.

What is the optimal long-term sale contract without commitment not to
renegotiate? Sequential Pareto optimality means that the seller has to set
a second-period price that is sequentially optimal, that is, Pz= VH if [3(Pl ) >
[3' and Pz=VL otherwise. This is exactly the same constraint as in subsec
tion 9.1.1.2. Indeed, there is no way the seller can do better than the "no
commitment outcome" under sales.

Under a long-term contract with renegotiation, one way of implement
ing the outcome under sales is as follows:

• In the "full-separation case," the buyer can be offered in period 1 a long
term contract with two options: she can consume either in both periods at
a price of VH + OvL or only in period 2 at a first-period price of DVL.

1. One could try to prevent voluntary renegotiation by including a third party in the contract
that would receive a large sum of money were the contract to be renegotiated. This plan will
not work, however, unless this third party has exogenous commitment powers. Indeed, the
third party will understand that, unless it accepts to renegotiate its payment downward, Pareto
improving renegotiation will not take place. If there exists a Pareto-improving renegotiation,
it will then accept it in order to receive a share of the positive surplus it generates.
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• In the "semiseparation case," the buyer can be offered in period 1 a long
term contract with three options in total: in period 1, she has to choose
between consuming and not consuming the good; if she consumes in period
1, she is to consume in period 2 also, and to pay vH(l + 5) overall (in period
1 money); if she does not consume in period 1, she then has a second choice
in period 2: either she does consume and pays OvH overall, or she does not
consume and pays nothing.

This is an illustration of the renegotiation-proofness principle: In both
cases, we implement the solution through a renegotiation-proof contract.
This implementation can be accomplished quite generally, because the result
offuture (anticipated) renegotiation can always be included in the initial con
tract. The preceding contracts are indeed renegotiation-proof: Under full
separation, renegotiation entails consumption for both types, which is ex
post efficient and thus not susceptible to Pareto improvements; and in the
semiseparating case, strict Pareto improvements are also ruled out,
provided the high-valuation buyer chooses to consume in period 1 with
probability

. {3 - {3'
r = {3(1- {3')

In this case, while a high price in period 2 is of course not ex post efficient,
it is interim efficient: Given that only the buyer knows her type, there is no
way the seller can raise his payoff by offering a new contract. Inducing more
consumption would indeed mean lowering the price to vL, which would not
strictly improve the seller's second-period profit relative to the initial
contract.

While there is no difference between spot contracting and long-term con
tracting with renegotiation in the case of a sale, this is not true in the rental
case. Indeed, long-term contracting gets rid of the ratchet effect, and the
preceding long-term contract can easily be reinterpreted as a renegotiation
proof long-term rental contract:

• In the "full-separation case," the buyer can be offered in period 1 a long
term contract with two options: she can consume either in both periods at
a rental price of VH in period 1 and VL in period 2, or only in period 2 at a
rental price of VL.

• In the "semiseparation case," the buyer can be offered in period 1 a long
term contract with three options in total: in period 1, she has to choose
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between consuming and not consuming the good; if she consumes in period
1, she is to consume in period 2 also, and pays a rental price of VH each
period; if she does not consume in period 1, she then has a second choice
in period 2: either she does consume, and pays a rental price of VH; or she
does not consume, and pays nothing.

This solution is exactly like the preceding one, once we properly discount
what the buyer pays. We thus have'two results here:2 First, with long-term
contracts and renegotiation, the sale and rental outcome coincide both with
one another and with the spot-contracting sale outcome. Second, optimal
long-term contracts with renegotiation can be computed as renegotiation
proof contracts without loss of generality. This renegotiation-proofness
principle should not be interpreted too literally: While optimal outcomes
can be achieved in this setting without equilibrium renegotiation, they can
often also be reached through contracts that are renegotiated along the
equilibrium path. The renegotiation-proofness principle seems nonetheless
at odds with reality, where contract renegotiation often "looks unavoid
able." Accounting for this idea, however, requires imposing limits on the set
of initial contracts, a road that has been taken by "incomplete contract
theory," and a topic we shall discuss in Part IV:

9.1.2 Insurance and Renegotiation

This secti<:>n revisits the insights of the previous one in the case of insur
ance contracts. Here, ex post mutually profitable renegotiation limits the
ability of the contract to rely on allocative inefficiency in order to improve
insurance. As in the case of Coasian dynamics, imperfect information
revelation emerges as an optimal contractual response to this commitment
problem. This application also allows us to show how simple, less informa
tive contracts reduce the room for renegotiation and may thereby improve
upon contracts that rely on the observation of more numerous choice vari
ables taken by the informed party.

Consider a simple model, adapted from Dewatripont and Maskin (1990;
see also Dewatripont, 1989), where a risk-averse firm seeks insurance from.
a risk-neutral insurer. The sequence of events is as follows: first, an insur
ance contract is signed; second, the firm privately learns its profitability;

2. These results are general in the T-period version of this game, as emphasized by Hart and
Tirole (1988).
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third, the firm makes publicly observable input choices, and the contract is
executed. The profit of the firm, 1t, equals

1C =8Q(k, 1)- rk - wI

where k is capital, with rental rate r; 1is labor, with wage rate w; 8Q(k, 1)
is revenue, with Q(-) increasing and concave in inputs; eE {8L , 8H }, where
fh < 8H and both e/s are equiprobable ex ante; and k and 1are contractible,
but eand revenue are not.

Ex post efficiency can now be defined as follows: I"; and k"; are the ex post
efficient input choices if and only if 8iQk(k";, I";) =rand eiQICk"i, I";) = w
[where Qk(·) and Qk) are the first derivatives of output with respect to k
and I, respectively]. Suppose that the payoff of the firm is v( 1C +1), where J is
the insurance payment to the firm and v is an increasing concave function.

9.1.2.1 Second-Best Contracting (No Renegotiation)

The commitment optimum is the solution to

subject to the participation (or zero-profit) constraint of the insurer

and the incentive constraints

eiQ(kj, lJ-rki -W1i +Ji ~ 8iQ(kj ,lj)-rkj -wlj +Jj i,j =L,H

The first best involves ex post efficiency and full insurance for the firm,
that is, 1CL + h = 1CH + JH• This equation, however, violates incentive com
patibility when 8 = eH , so, as seen in Chapter 2, the second best involves
setting

and

Indeed, we have efficiency at the top, in state 8H, but eLQk(kL, lL) > r and
8LQz(kL, h) > w, that is, underutilization of both inputs in state eL, in order
to improve risk sharing.
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9.1.2.2 Sequential Input Choice with Renegotiation

What if input choices are now sequential; say, capital has to be set first and
labor second, with the possibility of a take-it-or-leave-it offer by the insurer
to the firm after the first input has been chosen? Once again, without loss
of generality, we can consider a renegotiation-proof contract.

Focusing first on contracts with pure strategies, renegotiation-proofness
implies one of two possible constraints: either pooling, that is, kL =kH, or
separation followed by ex post efficiency, that is, 8LQz(kL, lL) = w. Indeed,
if kL = kH , there is no room for renegotiation, since the insurer has not
learned anything from the choice of capital, so the labor-input choice is not
constrained by renegotiation. But if kL::j:; kH, there is symmetric information
after capital has been chosen, so the insurer can make the firm an offer to
renegotiate away any employment level h such that 8LQz(kL, h)::j:; w. That
is, the insurer can offer to move to ex post efficient employment (given 8L

and kL) while pocketing the efficiency gain.
Renegotiation hurts ex ante welfare, since it limits the ex post inefficiency

that the contracting parties would like to commit to ex ante in order to
improve risk sharing.

What about mixed-strategy contracts, which entail partial and gradual
information revelation? Intuitively, having some underemployrilent of labor
in state 8L requires at least some pooling of capital levels. Consider the
following contract:

where the first two rows of the contract matrix are chosen when 8 =8H and
with respective probabilities 1 - rand y, while the third row is chosen when
8 = 8L• The first column of the contract matrix concerns the choice made
by the firm in the first stage, that is, the capital-choice stage; the second
column concerns the (second-stage) labor choice; and the third column con
cerns the net payment by the insurer associated with each capital-labor pair.
In the first stage, state 8H is thus only partially revealed by the choice of k,
since, with probability y, the firm in that state chooses the capital level asso
ciated with 8L • The goal of this partial pooling is the desire to maintain at
least some level of underemployment of labor for state 8L in order to
improve risk sharing.

Indeed, renegotiation-proofness requires
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(RP)

This condition can be understood as follows: Start from an inefficiently
low lL from an ex post perspective. If 8 = 8L, raising employment by ~l gen
erates an ex post efficiency gain equal to

(9.1)

But what ife = 8H [note that, if kL is chosen, the relative probability of 8H

becomes (~lt) = y]? It is optimal not to induce the firm to choose h in this
case instead of lH. Since the insurer has, by assumption, full bargaining
power in the renegotiation, it can retain the full benefit of the efficiency
gain (9.1). Doing so still leaves a net gain of

(8H - 8L)QI(kL,lL)~l

for the firm if 8 = 8H, which has to be conceded through a higher insurance
payment in order to keep the firm from choosing h if 8 = 8H• This result
explains why, if (RP) is satisfied, the insurer does not find it profitable to
raise employment above lL through renegotiation.

The optimal renegotiation-proof contract thus solves:3

1 H
ma,x, - LV[8/Q(k/,lJ-rk/-wli+ I J

kj,/;,Ij,IH,IH 2 i=L

such that

~h +~[YlH +(l-y)IH]:::;O

8HQ(kH , lH) - rkH-WlH + lH = 8HQ(kL, lH) - rkL -WlH + lH ~

8HQ(kL,ld-rkL -wh +h

and the renegotiation-proofness constraint (RP).
What can we say about the optimal contract? It is easy to first show that

optimality implies efficiency at the top, that is, kH=k'fr and lH = l'fr, but also
a levellH such that 8HQI (kL , lH) = w. Second, note that optimal insurance
means trying to have a high lL, a low lH, and a low lH. The cost of pool
ing at kL < k'fr when 8 = 8H is that it raises lH which, by the individual
rationality constraint, limits the level of h. However, the benefit of pooling

3. Note that, since the firm randomizes between kL and kH in the capital-choice stage when
e=eH, it has the same payoff under (kL , IH,IH) and (kH, IH, I H), and thus the same maximand
as without renegotiation.
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at kL when () = ()H is that it allows sustaining a 19wer h, as shown by (RP):
if r =0, rIH disappears from the individual-rationality constraint, but ex post
efficiency is imposed on h, as shown by (RP). Dewatripont and Maskin
(1990, 1995a) show that, if IQ/lIQ11 is not too large, the optimal contract
involves r > 0, that is, imperfect information revelation. Intuitively, Q(.)
should not be too concave, so that sustaining some underemployment of
labor does not require too high a Yo

Beyond imperfect information revelation, what are the other insights
from imposing renegotiation-proofness? A first immediate 'consequence
concerns the existence of benefits from "contract rigidity": if adjusting
employment is hard after the beginning of the relationship, renegotiation
proofness could become trivially satisfied. This insight is part of the general
idea that, with fixed types, there is a benefit from commitment.

A more interesting consequence of renegotiation-proofness is the exis
tence of benefits from "limited observability" and thus from "simple con
tracts." Here, observing k for the insurer has a benefit (to obtain h, the
insuree has to set both lL and kL ), but also a cost, because of renegotiation
proofness. When is observing k worse than not observing it? Dewatripont
and Maskin (1995a) provide sufficient conditions for this insight. Here is a
simple example: assume k can take only two values: k E {k, kl, and assume
the second best involves Is. and li.*< li. for ()L and k and l'tr for ()H. Add the
following assumption:

( **) (- **) -()HQ Ish - r15. > ()HQ k ,h - rk

that is, if the :firm can have only l!* as employment level, k is the profit
maximizing capital choice even if () = ()H. Then, under this assumption, the
second best can be achieved if the choice of capital level by the :firm is not
observable by the insurer, but not if it is. The intuition is as follows: under
this assumption, controlling labor is sufficient to "control" capital too, while
simultaneously getting rid of renegotiation. Instead, for l!*< li., renegotia
tion is problematic, since the choice of Is. leads the insurer to offer to rene
gotiate away all ex post inefficiency in labor choice. Consequently, a
"simple" contract where only the level of labor enters the insurance con
tract dominates a more complex contract with more observability. Note that

4. We also need the assumption that the insurer does not know exactly when capital is chosen;
otherwise, it would be enough to know that capital has been chosen for sure to make rene
gotiation profitable (see Dewatripont and Maskin, 1995a, and also Fudenberg and Tirole, 1990,
in a dynamic-moral-hazard context).
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this result begs the question of how the insurer can commit not to observe
capital choices.4 One idea is that observing such choices requires ex ante
information systems, which could be hard to set up during the relationship.
The insurer could thus decide not to adopt such systems even if they are
free ex ante, since their informational· value is negative at that point,
because of the commitment problem induced by renegotiation.

9.1.3 Soft Budget ~onstraints

"Soft budget constraints"-the refinancing of loss-making state-owned
enterprises-have been portrayed as a major inefficiency in centrally
planned economies, most notably by Janos Komai (1979, 1980). But the
notion of the potential lack of credibility of the termination threat of loss
making projects is also seen as a pervasive problem in corporate finance.
As Dewatripont and Maskin (1995b) have highlighted,S soft budget con
straints can be seen as resulting from a dynamic incentive problem: they
represent an inefficiency in the sense that the funding source would like to
commit ex ante not to bail out firms but knows that it will be tempted to
refinance the debtor ex post because the initial injection of funds is sunk.
In such a world, hardening the budget constraint requires finding a com
mitment device that makes refinancing ex post unprofitable. The literature
on transition from plan to market has analyzed several transition strategies
as ways to harden budget constraints.6 In this section we focus on one of
them, the decentralization of credit, as an illustrative commitment device
against soft budget constraints.

Soft budget constraints arise because the uninformed party cannot
commit to remain tough enough with the informed party Gust like the seller
who cannot commit not to lower his price in the future). It is thus the mirror
image of the ratchet problem where the planner cannot commit not to be
excessively tough with the firm it controls. The originality of this section lies
in the specific device considered to get around this commitment problem,
namely, the reliance on a sequence of uninformed parties as a way to limit
the amount of information generated in the course of the relationship.

9.1.3.1 Soft Budget Constraints as a Commitment Problem

Consider the following adverse selection problem: A (private or state-

5. See also Schaffer (1989).

6. See, for example, Dewatripont, Maskin, and Roland (1999) and especially the book by
Roland (2000).
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owned) creditor faces a population·of (private or state-owned) firms, each
needing one unit of funds in initial period 1 ill order to start its project.
A proportion [3 of these projects are of the "good, quick" type: after
one period, the project is successfully completed and generates a gross
(discounted) financial return TrG > 1. Moreover, the entrepreneur managing
the firm obtains a positive net (discounted) private benefit EG• In contrast,
there is a proportion (1 - [3) of bad and slow projects that generate no finan
cial return after one period. If a project is terminated at that stage, the entre
preneur obtains a private benefit ET• Instead, if refinanced, each project
generates after two periods a gross (discounted) financial return 7t'E and a
net (discounted) private benefit EB' Initially, [3 is common knowledge, but
individual types are private information. A simple result easily follows:
if 1 < 7i; < 2 and EB > 0, refinancing bad projects is sequentially optimal for
the creditor, and bad entrepreneurs, who expect to be refinanced, apply for
initial financing. The creditor would, however, be better off if he were able
to commit not to refinance bad projects, since he would thereby deter entre
preneurs with bad projeCts from applying for initial financing, provided
ET<O.

Termination is here, by assumption, a discipline device that allows the
uninformed creditor to turn away bad types and finance 011lY good ones.7

The problem is that termination is not sequentially rational if 7i; is bigger
than one: once the first unit has been sunk into a bad project, its net con
tinuation 'value is positive, so that, in the absence of commitment, the soft
budget-constraint syndrome arises. In this setup, because irreversibility of
investment is such a general economic feature, the challenge is to explain
why hard budget constraints prevail rather than why budget constraints are
soft in the first place. The next subsection focuses on the decentralization
of credit as a reason behind hard budget constraints.

9.1.3.2 Decentralization of Credit

The setup of the previous subsection is compatible with a 7i; that reflects
pure profit-maximization motives. Indeed, in the presence of sunk costs,
sequential profit maximization can be inferior: to ex ante profit maximiza-"
tion. To avoid such an inferior outcome, the decentralization of credit may
be helpful, working through a reduction in 7i;.

7. This differs from a static problem ala Stiglitz and Weiss (1981) where creditors can at best
finance all types, and at worst finance only bad types (see Chapter 2).
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long-term projects from being started. It is therefore Pareto-dominated by
the soft-budget-constraint equilibrium.

9.1.4 Regulation.

Just as the threat of termination of inefficient projects by creditors may lack
credibility, the same may be true of a regulator's attempt to commit to a
price cap or a given required rate of return. This strategy can indeed be
frustratedfeither by lobbying from the regulated firm for price increases or
by public pressure to lower prices.

We ilh,lstrate the dynamic incentive problems faced by a regulator of a
natural monopoly in the framework popularized in the book by Laffont and
Tirole (1993), discussed in Chapter 2. There, we considered a natural
monopoly with an exogenous cost parameter 8 E {(h, 8H} and ~8 = 8H - 8L
> 0. The firm's cost of producing the good is C = 8 - e, where e stands for
effort, with associated cost lfI{e) = [max {a, e}]2/2, increasing and convex in
e. The government wants the good to be produced for the lowest possible
payment P = S + C (where S is the subsidy paid to the firm in excess of
accounting cost c). The payoff of the firm is P - c - lfI{e) = s - lfI{e), which
has to be nonnegative for the firm to be willing to participate. If the gov
ernment observes the value of the cost parameter 8, we have as first-best
outcome e* =1 and s* =0.5.

Chapter 2 considered the one-period problem where the government
cannot observe the cost parameter of the firm, but has prior belief
Pr (8 = 8L) = {J1' Calling (SL' CL) the contract chosen by type 8L(with asso
ciated effort eL =8L- CL), and (SH' CH) the contract chosen by type 8H (with
associated effort eH = 8H- CH), the government solves

such that

SL -[max{0,eL}]2 /2 ~O

SH -[max{O,eH}f /2 ~°
SL -[max{0,eL}]2/2 ~SH -[max{O,eH _~8}]2/2
SH -[max{0,eH}]2 /2 ~SL -[max{O,eL +~8}]2 /2
Assuming away comer solutions and noting that the two relevant con
straints are
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SL - eI/2 = SH - (eH -118/ /2

SH -el/2= 0

we obtained in Chapter 2 the following first-order condi~ions:

eL =1

and

AeH =1---118
i-A

We thus have ex post allocative efficiency at the top, as well as underpro
vision of effort for the inefficient type, in order to redu~e the rent of the
efficient type [which equals el/2 - (eH -118)2/2].

9.1.4.1 Two Periods and Full Commitment

Assume now that the government faces a two-period problem, with a con
stant cost parameter 8, an identical technology Ct = 8 - et> and an identical
effort-cost function ljI(et) in each period t =1,2. Normalize to 1 the length
of the first period, and call 8 the length of the second perjod. Under full
commitment, the government offers two-period contracts (SHl' CHl, Sm, cm)
and (SLl' CLl, SL2, CL2) simply to minimize the expected sum of actual costs
under the participation and incentive constraints of the firm; these state
that, for each type of firm, (1) the sum of subsidies covers at least the sum
of effort costs, and (2) the two-period contract corresponding to its own
type is more attractive than the two-period contract corresponding to the
other type. As observed in earlier sections, in this stationary environment,
the best the government can do is to replicate the one-period contract
described previously. Indeed, observe first that the first best is to replicate
the one-period first-best contract. In this solution, it is the incentive
constraint of the efficient type that is violated under adverse selection,
so we have ex post efficient effort for the efficient type (eLl =eL2 =1) and
underprovision of effort for the inefficient type. Could it be optimal to·
have eHl :f:. em? In fact, no: consider the following contract change: replace
(eHl' em) by a unique effort level esuch that

(1 +8)e = eHl +8eH2
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while keeping the inefficient type's payoff unchanged:

SHl - ek/2 +8(sm - elz/2) =(1 +8)(s - eZ/2)

where s is the per-period subsidy paid to the inefficient type. By the con
vexity of the effort-cost function, this contract change allows the govern
ment to reduce its total payment: while the expected overall level of effort
remains constant by construction, the expected total subsidy goes down,
since the stabilization of the effort level over time reduces total effort
cost. The only question remaining concerns the incentive the efficient type
might have to mimic the inefficient type. The efficient type's payoff from
mimicking the inefficient type when em *" eH2 is

SHl -(eHl-tl8)z /2+8fsm -(em _tl8)z /21

which equals

sHl-eJll/2+8(SHZ -elz/2)+tl8(eHl +8eHz)-(tle)z(1+8)/2

Similarly, under the constant e, it is

(1 + 8)(s - eZ/2) + tl8(1 + 8)e - (tl8)z (1 + 8)/2

Since, by the construction of (s, e), the payoff of the inefficient type stays
unchanged after this contract change, then so does the incentive of the effi
cient type to mimic the inefficient type. The result-that stabilizing the
effort of the inefficient type while keeping its payoff constant is worthwhile
for the principal-eomes from the convexity of the effort-cost function, that
is, from its positive second derivative. As for the result that such a move
preserves the incentive constraint of the efficient type, it can be shown that
this relies on the nonnegativity of the third derivative of this effort-cost
function (see Laffont and Tirole, 1993).This condition is (just) satisfied here,
since a quadratic effort cost has a zero third derivative.

9.1.4.2 Pareto-Improving Renegotiation

What if, after the firm has made its period-1 choice, the government
came back and made a new contract offer at the beginning of period 2?
Assume that the initial contract remains the default contract; that is, the
firm can reject the new contract offer and stick to the original contract
terms. As in earlier sections, the firm's period-1 contract choice reveals the
firm's type. This knowledge can provide the government with an opportu-
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nity to make a renegotiation offer that is Pareto improving as of period 2
but that exacerbates incentive-compatibility problems. In particular, the full
commitment optimum cannot be reached anymore.

As in earlier sections, there is no loss of generality in restricting atten
tiQl\I". to renegotiation-proof contracts, and three types of contracts are pos
sible: separating, pooling, and semiseparating contracts.

• Separating contracts: When (sm, cm) *' (SLl' CLl), period-2 outcomes have
to be allocatively efficient for both types. The government thus solves

min{A(SLl - eLl +8[SL2 - eL2]) +(1- A)(sm - em +8[sH2 - eH2])}

subject to

Sm - ein/2 +8[sH2 - e;n/2] =0

SLl - eLl/2 +8[SL2 - eL2/2] =Sm - (em - d8)2 /2 +8[sH2 - (eH2- d8)2 /2]
and

While eL2 =1 also obtains in the full commitment optimum, em =1 does not
and is therefore a binding renegotiation-proofness constraint 'Optimization
with respect to fiist-period efforts yields the same outcome as in a one
period problem, namely eLl = 1, and

Aem =1---d8
I-A

Type 8L obtains more rents than in the full-commitment outcome thanks to
a higher level of em, which is anticipated when the first-period contract
choice is made. This rent concession is costly for the government. However,
the cost is proportional to 8, the length of the second period, so that
this contract approximates the full commitment optimum for 8 tending to
zero.

• Pooling contracts: When (sm, CHl) = (SLl' CLl) == (S1, Cl) (with associated.
effort levels em = 8H - Cl and eLl = 8L - Cl) at the beginning of period 2, the
belief of the government is still Pr(8 = 8L ) =A, and sequential optimality
is in fact not a constraint on the optimal contract. Specifically, the govern
ment solves
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subject to

Sl - ek/2 + S[SH2 - e1z/2] = 0

S[SLZ - eLz/2] = SrSH2 - (eH2 _110)z /21

This problem can be solved period by period. In period 2, we have

'A
eHZ = 1---110i-A
as in the full commitment optimum, and this relation holds because the
government has an unchanged belief about the firm's distribution of types.
Concerning period 1, lowering the actual cost Cl for both types means low
ering effort levels one for one. This requires raising Sb to keep the partici
pation constraint of type OL satisfied, by an amount eHl. Optimality thus
implies eHl =1 and eLl =1 - 110: here, first-period underprovision of effort
occurs for the efficient type.The optimal pooling contract minimizes the rent
that is conceded to type OL. The loss for the government relative to the full
commitment optimum is due to the first-period misallocation of effort, and
it consequently tends to the full-commitment optimum when this period
becomes relatively short (that is, when 1/S tends to zero).

• Semiseparating contracts: In order to reduce the period-l underprovision
of effort of type OL that occurs in the pooling contract, one can reduce the
pooling probability. Doing so, however, raises the rents that have to be con
ceded to type Ov Specifically, assume that type OL mixes between (SLb CLl)

with probability 1- rand (SHb CHl) with probability y, while type OH chooses
(SHl' CHl) with probability 1. Call (SLZ, CLZ) the continuation contract after
(SLl' CLl) has been chosen, and {(sm, Cm), {SHLZ, CHLZ)} the continuation menu
after (SHb CHl) has been chosen [where (SHLZ, CHLZ) is chosen in period 2
by type OL and (sm, cm) by type OH]. In this latter case, the regulator's
posterior is

The sequentially optimal period-2 contract entails eHLZ =1 and

f3z A
eHZ =1---110=1-r-- I10

l-f3z i-A
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for the efficient and inefficient types, respectively. As before, only the
requirement on em is a constraint, whenever f3z ':j::. A. The optimum is thus
the result of

min{31{(I-Y)(SLl -eLl +c5[SLZ -eLZ])+

y(sHl-[eHl-Ll8]+c5[SHLZ -eHLZ])}+(I-{31){SHl -eHl +c5(SH2 -eHZ)}

subject to

Sm - ein./2 + c5[SHZ - e1z/2] =0

SHLZ - e1LZ/2 =SHZ - (eHZ - Ll8)2 /2

SLl - eIl/2 +c5[SLZ - eZz/2] = Sm - (em - Ll8)z /2 +c5[SHLZ - e1LZ/2]

and

AeHZ =1-y--Ll8
I-A

The first constraint is the participation constraint of type 8H; the second one
is the incentive constraint of type 8L for period 2, given that it has chosen
(sm, cm) in period 1; the third one states that type 8L is indifferent between
(SLl' CLl, SLZ, CLZ) and (sm, Cm, SHLZ, CHLZ), a necessary condition for mixing
to be optimal; and the fourth one is the renegotiation-proofness constraint.
As before, it is optimal to set the allocatively efficient effort level for type
8L whenever it is not pooling with the other type, which implies in particu
lar eLZ = eHLZ. After straightforward substitutions, one can rewrite the
optimization problem as

subject to

AeHZ =1-y--Ll8
I-A

The maximand is the same as under full commitment, except for the effi-
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ciency loss from pooling in period 1 for type eL , which comes from setting
effort level (eHl - ile) instead of eLl, with ex ante probability Ar. Solving
this optimization problem yields, as before,

while

-1 A(1-y) AeeHl - - Ll

1-A +Ay

Effort eHlthus rises with y; since it is an inefficiently low effort for type eL •

More interesting is the optimality condition on yand em. Taking the deriv
ative of the maximand with respect to ywhile having em move with y; and
equating it to zero, yields

The RHS of this equation is positive: It represents the allocative loss from
pooling in period 1 for type ev Therefore, the LHS of the equation has to
be positive too; that is, em has to be higher than 1 - /31ile/(1 - /31)' But this
result can be sequentially optimal only if /32 < /31, so that full pooling is never
optimal. Pooling becomes asymptotically optimal only when 8 -7 00, that is,
when the cost of pooling goes to zero in relative terms. Otherwise, the idea
is that, at effort level

Aile
eH2=1---

1-A

(which can be sustained only through full pooling), a rise in this effort level
brings only a second-order loss, while any cut in y (from the value of 1)
brings a first-order gain.

9.1.4.3 Short-Term Contracts and the Ratchet Effect

Assume now that the parties can sign only one-period contracts, that is,
neither the regulator nor the tirm can commit in advance to an outcome
(S2' C2)' What changes in comparison with the previous subsection? Sequen
tial optimality still induces the same second-period effort, that is, an effort
of 1 for the efficient type and an ~ffort equal to
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1-~tJ.e
1-{32

for the inefficient type under the belief that PreeL ) =A. As before, beliefs
depend on the period-1 outcome, and thus on whether the contract involves
full separation, full pooling, or partial separation. The key difference
between long-term renegotiation-proof contracts and short-term contracts
concerns payments to the firm: the government cannot commit to giving the
firm more rents than the participation and incentive constraints require. In
particular, under full separation the government knows exactly which type
it faces at the beginning of period 2. Consequently, as in the previous
subsection, unit effort is offered at that point. But, unlike in the previous
subsection, the government offers to give both types of firms exactly zero
rents in period 2.

The two incentive constraints for the firm are now

eEl 1 2 [e J12 1 2]
SL1 -- "C.Sm --(em -tJ.e) +0 ---(em -tJ.e)

2 2 2 2

and

eJn 1 2
SHl -- "C.SLl --(eLl +tJ.e)

2 2

The first constraint is the usual incentive constraint for the efficient type,
with two differences from the full-separation contract of the previous sub
section: (1) since the government gives the firm zero rents in period 2 (that
is, chooses SL2 =elz/2), rents can only be given in period 1, through SLl; and
(2) if the inefficient firm receives zero rents, the efficient firm obtains the
sum over the two periods of the effort-cost differentials at (em, em);
however, the government may now be forced to give the inefficient type
positive rents. Indeed, the rise in SL1 .described previously may induce the
inefficient firm to "take the money and run," that is, pretend to be the effi
cient firm in period 1 [even if that implies an effort level of (eLl + tJ.e)], while
not producing at all in period 2. Laffont and Tirole show that indeed the
optimal contract may, under some parameter values, require both incentive
constraints to be binding. In comparison with long-term renegotiation
proof contracts, more pooling may be optimal, and full pooling can in par
ticular be an optimum. The general insight from this model, as from models
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of long-term renegotiation-proof contracts, is that information revelation
through contract execution has a cost from an ex ante point of view. Insti
tutional features that limit the consequences of information revelation can
therefore be desirable. This is the case with "regulatory lags," whereby the
regulatory scheme is reconsidered only infrequently by the regulatory
authorities: While the government or the regulated firm might wish other
wise ex post, ex ante social welfare can be enhanced by limiting the
frequencybf regulatory reviews. Of course, a key assumption behind this
insight is the fact that we have concentrated on purely constant types: In
reality, the environment may change over time, leading to the need for
somewhat flexible regulatory schemes. For more on this issue, see the book
by Laffont and Tirole (1993).

9.2 Repeated Adverse Selection: Changing Types

One lesson emerging from our analysis of repeated adverse selection with
fixed types is that there are no gains from an enduring relationship when
the informed party's type is fixed. More precisely, the uninformed party's
maximum average per-period payoff is lower when the two parties interact
over time than when they engage in one-time spot contracting in an anony
mous market. The best the uninformed party can hope to achieve in a
repeated relation is to repeat the optimal static contract.

In.contrast, when the agent's type changes over time, there are substan
tial gains to be obtained for the uninformed party from a long-term rela
tionship. First, when the agent's type changes over time, the agent is less
concerned about revealing her type in any given period because doing so
does not necessarily undermine her bargaining position in future periods.
Moreover, the gains from trade to be shared from future contracting
provide an additional instrument to screen agent types in early periods.

The classic example of a dynamic contracting problem under adverse
selection with changing types is that of an individual household (or firm)
facing privately observed income or preference shocks over time and deter
mining how best to consume dynamically thanks to financial contracting.
We cast the analysis of our dynamic contracting problem in the context of
this application. As will become clear, this somewhat abstract formulation
of intertemporal consumption (or investment) in the presence of transitory
shocks can shed considerable light on two fundamental economic issues: (1)
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the effect of liquidity shocks on consumption and investment; and (2) the
implications for long-run wealth distribution of repeated partially insurable
income (or preference) shocks.

We begin by formulating and analyzing the optimal long-term contract
ing problem, then compare it to two benchmark situations: (1) no
contracting (or autarky) and (2) borrowing and lending in a competitive
securities market. The optimal contract can be thought of as an efficient
arrangement between a financial intermediary and households subject
to liquidity needs. By comparing this institutional arrangement with the
equilibrium outcome obtained through trading in a competitive securities
market, we are able in particular to contrast, at an admittedly abstract level,
the strengths and weaknesses of institution-based financial systems versus
market-based financial systems (to borrow terminology introduced by
Allen and Gale, 2000). In one sentence, one important trade-off between
these two systems that emerges from this analysis is that the former may
provide better intertemporal risk sharing or consumption smoothing, but at
the risk of creating financial instability through banking crises.

In this section, we treat three successive problems. The first has a two
period horizon where the individual learns in period 1 whether she would
rather consume immediately or is happy to wait until period"2 for her con
sumption. This problem, first analyzed by Diamond and Dybvig (1983), thus
considers a single preference shock, an assumption that simplifies the analy
sis and already delivers quite a number of insights. The second problem we
consider also has a two-period horizon but with two independently distrib
uted income shocks. This problem, pioneered by Townsend (1982), allows
us to consider a more general comparison between simple debt contracts
and insurance contracts. It also serves as starting point for the third
problem, which considers an infinite horizon.

9.2.1 Banking and Liquidity Transformation

It is often argued that one of the main economic roles of banks is to trans
form illiquid long-term investments into liquid savings. The basic idea is the
following: Investments with the highest return" are often long-term projects"
that generate positive net revenues only after a few years. An example of
such a project would be a dam (together with a hydroelectric plant), which
typically takes more than a decade to complete. Most individuals would shy
away from such projects, despite their high final return, because they cannot
afford to tie up their savings for such a long period. In practice such
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long-term projects are financed by banks (when they are not undertaken
by governments), who themselves obtain the funds from their depositors.
The banks act as intermediaries between the depositors and the debtor by
providing a liquidity transformation service: they allow depositors to benefit
from the future returns of the project before these are realized, by allow
ing depositors to withdraw their savings at any time. Banks are able to offer
this liquidity-transformation service by relying on the statistical regularity
that not all depositors wish to withdraw their funds at the same time.

One of the first explicit analyses of the demand for liquidity and the trans
formation function of banks is due to Diamond and Dybvig (1983). Their
paper builds on the general methodology of optimal contracting under
asymmetric information outlined in Chapter 2. We consider a slightly more
general version of their model, which consists in an economy with a con
tinuum of ex ante identical consumers who live for two periods. These con
sumers have one dollar to invest at date zero in one of two projects:

• A short-term project, which yields a gross return r ;;::: 1 in period 1. This
investment can be rolled over to yield ,z in period 2.

• A long-term project with the following cash flow over periods 1 and 2:

t=O t=1 t=2·

-1 0 R>r2

The long-term project can also be liquidated at date 1 and generate a
liquidation value of L.

At date zero, consumers are uncertain about their future preferences.
They can be of two different types in the future: type-1 consumers (0 = 01)

are "impatient" and prefer to consume in period 1; type-2 consumers
(01 = £Jz), are "patient" and are willing to postpone their consumption if it
is worth doing so. These preferences are represented by the following
type-contingent utility function:

U(c1,CZ;0) = {U(C1 +Tlcz) when 0 = 01}
U(f.l Cl +cz) when 0 =Oz

where

• TI < 1 and f.l < 1 are parameters representing the loss in utility from, respec
tively, late consumption for type 1 and early consumption for type 2.
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• u(·) is twice continuously differentiable, strictly increasing, and concave.8

The uncertainty about preferences is resolved in period 1. Each consumer
learns exactly what her type is at that point. Naturally, this information
remains private.

Consumers have independently, identically distributed preference
shocks; the ex ante probability of being a type-1 consumer is given by
Pre() = ()l) = Y. Given that there is a continuum of ex ante identical con
sumers, there will be a proportion rof impatient and (1- 11 of patient con
sumers at date 1. A bank will be able to take advantage of this statistical
regularity to invest in the long-term project despite the preference risk con
sumers face at date zero.

The general-resource-allocation problem in this economy is to determine
the optimal mix of investments and the optimal revenue-sharing rule to
insure consumers against their preference uncertainty. This problem
can be represented as an optimal contracting problem under asymmetric
information. The problem is to maximize a representative consumer's
expected utility at date zero, subject to a resource constraint and incentive
compatibility constraints.

As usual, it is helpful to begin by solving the first-best prob.lem, where a
consumer's type is assumed to be common knowledge. This/problem con
sists in determining the amount x E [0,1] to invest in the short-term project
and the C(msumption of each type. We denote by Cit the amount of period t
consumption of a type-i consumer, t = 1,2, i = 1,2. Given each type's pref
erences, it is obvious that a first-best optimal consumption allocation cft for
t =1, 2 and i =1, 2 must specify

The optimal mix of investment is also easy to see: On the one hand, if r
::; L, then everything should be invested in the long-term project, and an
amount

crir
y=

L

8. Diamond and Dybvig make the stronger assumption that

u"(c)
-c-->l

u'(c)
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should be liquidated in period 1.9 On the other hand, if r> L (and r < R),
then a fraction

ctir
X=--

r

should be invested in the short-term project and the remainder in the long
term project. We proceed with the assumption that r > L.

Finally, optimal insurance requires the equalization of the marginal rate
of substitution between period-l and period-2 consumption with the mar
ginal rate of transformation, or

ru'(cli) = Ru'(ciz)
The first-best contract is not attainable in general in a second-best world.

To be feasible, this contract must satisfy the following incentive compati
bility constraints:

u(cli) ~ u(71ciz)
and

u(ciz) ~ u(rcli)
The first constraint ensures that an impatient consumer is not better off

pretending to be patient so as to obtain a higher return on her investment.
Similarly, the second constraint ensures that a patient consumer cannot gain
by pretending to be impatient. Note the important difference between these
two constraints. A patient consumer need not consume in period 1 when
mimicking an impatient consumer; she can simply withdraw her funds from
the bank in period 1 and reinvest her savings in the short-term project.

The two incentive constraints are satisfied only if

1 ~71r

It is obvious that this condition does not always hold. But, even if it does
hold, the first-best contract is not always attainable. Suppose, for example,
that 71 =0, so that the first incentive constraint is always satisfied. Then the
first-best contract satisfies the second incentive constraint only if ciz ~ rCIl'
But this assumption implies that

9. Diamond and Dybvig assume that r =L =1, and therefore their solution is such that all the
consumers' savings are invested in the lo~g-term project.
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ru'(cli) ~ RU'(rcli)
and this inequality cannot hold, for example, if the utility function has
decreasing relative risk aversion. lO This observation establishes that the
first-best contract is not always feasible in a second-best world. Conse
quently, the second-best contract may provide imperfect insurance against
preference shocks. It can be shown in particular that it may result in an ex
post inefficient allocation of consumption such that C2l > o.

Four important economic insights follow from the preceding analysis:

1. As stressed first by Diamond and Dybvig (1983), the second-best optimal
allocation, (crf, crf, df, cff) (which mayor may not coincide with the first
best allocation cit) can be implemented by a bank investing the consumers'
savings in a suitable portfolio of projects and offering them demand-deposit
contracts, such that the consumers are free to determine in period 1 whether
to choose a consumption pattern (crf, erf) or (df, cff). In other words, finan
cial intermediation may emerge endogenously in this economy to provide
a (constrained) efficient liquidity transformation service.

2. As stressed first by Jacklin (1987), the same allocation can be achieved
by setting up a publicly traded firm issuing equity to consumers- at date zero
and paying dividends

rcf! +(l-r)df

in period 1. Impatient and patient consumers then trade dividends for ex
dividend shares in the secondary stock-market in period 1. Thus an institu
tional setup where consumers invest in mutual funds, and where these funds
hold shares in publicly traded firms, is in principle as efficient at trans
forming liquidity as a bank.

10. Indeed, the inequality

ru'(c) ~Ru'(rc)

implies that

-c u"(c) ~ _ rc u"(rc)
u'(c) u'(rc)

With r ;::: 1 this inequality implies that the utility function u(·) has increasing relative risk
aversion.
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3. The second-best allocation is in general strictly better when consumers
cannot reinvest the funds they withdraw in period 1. To see this point, it suf
fices to compare the two incentive constraints

u(J1cif +clf) ~ u(J1crf +crf)

and

The first constraint applies if the reinvestment option is n9t available. The
second one allows for reinvestment and is therefore more demanding. As
Jacklin (1987), Diamond (1997), and Allen and Gale (2000), among others,
have argued, a bank-based financial system may be able to prevent rein
vestment of savings in period 1 and thus be able to provide a better form
of insurance against liquidity shocks than mutual funds holding shares in
publicly traded firms and operating in the secondary market. In other
words, it is optimal to provide insurance with nontraded instruments.

4. As stressed by Diamond and Dybvig (1983), however, the optimal
demand-deposit contract offered by a bank may give rise to bank runs. The
basic idea here is that if all type-2 consumers decide to mimic type-1 con
sumers, then there may not be enough money in the bank to meet all with
drawal demands. When such an event happens, the bank fails, and the
anticipation of such a failure is precisely what may trigger a run on the bank
by all type-2 consumers. To the extent that the secondary market solution
is run-proof, it (weakly) dominates the solution with financial intermedia
tion, where depositors are allowed to reinvest their savings in the short
term investment in period 1.

9.2.2 Optimal Contracting with Two Independent Shocks

We now extend the previous analysis by assuming that the consumer faces
two independent income shocks rather than one preference shock at the
beginning of period 1. We closely follow the treatment in Townsend (1982).

Consider the dynamic contracting problem between two parties: a risk
averse consumer and a risk-neutral bank. The consumer's time-separable
utility function is U(Cl) + u(cz), where Ct denotes consumption in period t =
1, 2. We assume for now only that u(-) is strictly increasing and strictly
concave and that u'(O) = +00. Later we consider specific functional forms to
obtain closed-form solutions. The consumer faces random income shocks.
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Her income is independently and identically distributed in the two periods
and takes the value W = 1 with probability p and W = 0 with probability
(1 - p). The bank has sufficient wealth to be able to lend to the consumer
whatever is required. For simplicity we set the equilibrium interest rate to
zero. In this setup the optimal contract takes the form of an endowment
contingent transfer {bl(WI); bZ(WI;WZ)}. Let WI = (WI) and wz= (WI;WZ); then
the first-best problem is the solution of

maxE{u[wI +bl(WI)] +u[Wz + bz(wZ)]}
bt(wt )

subject to the individual-rationality constraint

Since interest rates are equal to zero, the individual-rationality constraint
reduces to a condition that net expected transfers from the bank to the con
sumer should be nonpositive. Assigning Lagrange multiplier A to the
individual-rationality constraint and differentiating with respect to bl ( Wi), .
we obtain the following first-order conditions:

u'[w l + be(w l
)] =A for t =1,2

so that, unsurprisingly, the optimal consumption stream of the risk-av~rse

consumer must be constant:

WI +bl(wl )-= P

which implies

{
bl (0) =bZ(WI;O) =p

bl(l) =bZ(WI;l) =p-l

Besides the fact that the first-best contract involves perfect insurance for
the consumer, the other important property is that there appears to be no
gain from writing a long-term contract. The repetition of the static con
tract-that is, spot contract [b(O) =p and b(l) =p - l]-achieves the same
allocation.

Suppose now that the income realization We is private information to the
consumer. It is clear then that the first-best spot contract is no longer fea
sible, since a consumer with income realization WI =1 would have an incen
tive to claim WI =0 in order to hold on to her endowment and receive a
positive net transfer bcCwl ) = p.
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If the first best is not implementable through a sequence of spot con
tracts, what can be implemented through such a sequence? The answer to
this question leads to a striking insight: the only incentive-compatible
sequence of spot contracts is no insurance. To see this, begin with the last
period. Any difference in net transfers bz(O) "* b2(1) would lead to a viola
tion of incentive compatibility, the consumer having a strict incentive to
always collect the higher net transfer. Hence, there can be no insurance at
date t =2. Working backward to period 1, it is straightforward to observe
that there cannot be any difference in net transfers in period 1 either. Does
this observation imply that there cannot be any scope for insurance when
income shocks are privately observed? Fortunately no: Some insurance is
possible when the consumer and the bank can write a long-term contract.

To show this possibility, Townsend first considers a simple debt contract
with zero interest, that is, b2(WI;W2) = -bl(WI)' Faced with such a contract,
the consumer chooses bi (WI) to solve

maxu[wl +~ (WI)] +E{U[W2 - bi (WI)]}
bl(w!)

The optimal bl ( WI) then satisfies a familiar Euler equation:

U'[WI + lh (WI)] = E{U'[W2 -lh (WI)]}

In general, the solution to this equation is such that bl(l) < 0 < bl(O), so
that, through this borrowing and lending behavior, the consumer ends up
"purchasing partial insurance" in period 1. This insurance, however, comes
at the expense of forgoing some intertemporal consumption smoothing, in
the following sense: The consumer strictly prefers more intraperiod insur
ance in period 1 to an equal expected consumption across periods.

Townsend's next important insight is that simple borrowing/lending
arrangements with bz(WI;W2) = -bl(WI) are not second-best efficient in
general. To see this, note that, by revealed preference and the strict con
cavity of u(-), the consumer's incentive constraints

u[l + lh (1)] + E{U[W2 -lh (i)]} > u[i + lh (0)] + E{U[W2 -lh (O)]}

and

u[lh (0)] + E{U[W2 -lh (O)]} > U[lh (1)] + E{U[W2 -lh (i)]}

are both slack. Therefore, it is possible to find a better long-term contract
than a simple borrowing/lending contract bz(WI;W2) = -bl(WI)'
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To characterize the second-best long-term contract, note first that any
incentive-compatible long-term contract requires a net transfer in period 2
that is independent of the consumer's type:

As pointed out previously, the consumer otherwise has an incentive to mis
report period-2 income. Therefore, the second-best contracting problem
reduces to

max p{u[1 +~ (1)] + [pu(1 + b2 (1)) + (1- p )u(b2 (1))]} +
br(Wl)

(1- p){u[~(0)] + [pu(1 + b2 (0)) +(1- p)u(b2 (O))]}

subject to

u[1 +~ (1)] + {pu[1 + b2 (1)] +(1- p )u[b2 (1)]} ;:::

u[1 +~ (0)] + {pu[1 + b2 (0)] + (1- p)u[b2 (O)]}

u[~ (0)] + {pu[1 + b2 (0)] + (1- p)u[bz(O)]) ;:::

u[~ (1)] + {pu[1 + b2 (1)] + (1- p )u[bz(1)]}

and

p[~ (1) + bz(1)] + (1- p)[~ (0) + bz(0)]::;; 0

(IC1)

(ICO)

(IR)

An educ:ated guess suggests that only (IC1) is likely to be binding at the
optimum.

We have already established that an optimal second-best contract is not
of the form of a simple borrowing/lending contract such that bz(Wi) =

-bi (Wi)' This simple contract form is optimal only conditional on the real
ization of Wi and does not provide sufficient coverage of income risk in
period 1.

To see how the optimal second-best contract can improve risk sharing by
trading off intraperiod risk at date 1 against intertemporal consumption
smoothing, it is helpful to consider the following simple example proposed
by Townsend: Let

u(w)=w-ywZ

with y < t. Let p = t, and consider the class of contracts with balanced
transfers accross income states such that

bt(l) +bt(O) =0 for t =1,2
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This class of contracts, where the (IR) constraint is always satisfied, intro
duces some flexibility not available under a simple borrowing/lending
scheme by removing the requirement that transfers over time must net out
[bl(WI) + b2(WI) =0]. It is, however, more restrictive than a simple borrow
ing/lending contract in that it requires transfers to balance out across
income states within a period. Note that while this contract class can be
shown to improve upon the simple borrowing/lending scheme considered
earlier, it is not necessarily second-best optimal.

As it turns out, the complete characterization of the second-best optimal
contract is rather involved and not particularly insightful, even if the con
sumer is assumed to have a simple quadratic utility function. We therefore
limit ourselves here to showing that the contract with balancedness across
income states dominates the contract with intertemporal balancedness.

Letting b2=-abl with 0 :::; a:::; 1 and assuming balancedness across states,
the consumer optimization problem reduces to

maX{l-bl _y(1_~)2 +.!.[1+~ -y(1+a~)2 +WI -y(abl )2]}+
bl,a 2

{bl -y(bd
2+t[l-~ _y(1_a~)2 -Wl _y(_a~)2]}

subject to

This assumes that constraint (ICO) is not binding. Differentiating the
Lagrangean with respect to hI and a then yields, after· straightforward
computations,

Instead, under a simple borrowing/lending scheme, the consumer could
chooses how much to borrow after the first income realization. After being
unlucky in period 1, the consumer's problem is
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which yields·bI = ~.Mter being lucky in period 1, the consumer's problem is

2 [ 2 2]~ax1- br - yC1- br) +t 1+ br - yC1 + br) + br - yCbr)

which once again yields b I = ~. With quadratic utility, the consumer there
fore saves as much after being lucky as she borrows after being unlucky. Her
behavior therefore satisfies balancedness across income states, and is a
special case of the previous contract, with a=1 by construction, and bI = ~.

It is now immediately clear why simple borrowing and lending is subopti
mal: It provides less than optimal insurance against period 1 income risk:

1 1
-<---
4 2(1+a2

)

since

- 1-2y
a=--<1

1-y

when y< t.
Intuitively, when balancedness across time is not required, the consumer

ends up consuming more in period 1 after an unlucky income realization,
since part of this consumption is "compensated" by lower consumption in
period 1 after the lucky income realization and not solely by lower period
2 consumption (whether or not period-2 income is high). Insurance,
however, is only partial in period 1 (and this remains true for second-best
insurance): For period-1 insurance to be incentive compatible, it must still
be accompanied by some "compensating transfers" in period 2, which
(because of incentive compatibility again) cannot depend on the realization
of period-2 income. Since these transfers destabilize period-2 consumption,
they involve a cost and therefore make full period-1 insurance unattractive.

To summarize, the analysis of "the two-period problem highlights how
second-best risk sharing requires trading off more intertemporal consump
tion smoothing for intratemporal risk sharing than under a simple borrow
ingllending scheme. This analysis echoes and complements Diamond and
Dybvig's observations discussed earlier. It illustrates in a simple and strik
ing way that equilibrium risk sharing obtained by trading debt claims in a
competitive securities market results in suboptimal risk sharing in general.
That is, better risk sharing is obtainable by nontradable claims issued by a
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financial intermediary that is free to impose any rate of intertemporal trans
formation that is desirable.

Another conclusion emerging from this simple two-period problem is
that, given that second-best insurance is only partial, endogenous income
inequalities emerge in this setup between those. consumers that had a lucky
run of income shocks and those that were less lucky. A natural question
raised by this analysis is how the income distribution evolves under second
best risk ,sharing as the number of periods is increased beyond t =2. We
tum to this question in the next subsection by extending Townsend's con
tracting problem to an infinite-horizon setting.

9.2.3 Second-Best Risk Sharing between Infinitely Lh'ed Agents

As the analysis of the two-period problem makes clear, it is difficult to
obtain sharp characterizations of the optimal contract for general concave
utility functions u(·). This difficulty is compounded in the infinite-horizon
contracting problem. We therefore limit attention to the most tractable
functional form for the agent's utility function and assume that the infinitely
lived consumer has CARA risk preferences represented by the utility
function

u(c) =_e-rc

We closely follow the treatment of this problem in Green (1987) and
Thomas and Worrall (1990) [see Atkeson and Lucas, 1992, for the techni
cally more involved analysis of this problem when the consumer has CRRA
risk preferences represented by a utility function of the form u(c) =
(c1

-
r - 1)/(1 - r)].

The risk-neutral financial intermediary and the risk-averse consumer
have the common discount factor 8 E (0,1). As in the two-period problem
considered earlier, this consumer is faced with an i.i.d. binomial income
process, such that in any given period her income is w = 1 with probability
p and w = 0 with probability (1 - p). The consumer can sign a long-term
insurance contract with the risk-neutral bank. If income is observable, then
the bank would break even by offering the consumer a constant consump
tion flow of p and taking on all the residual income risk. Hence, the first
best flow utility level attainable by the consumer is given by u(P) =-e-rp,
and the first-best discounted present value of this steady consumption
stream is given by
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__1_ -rp

VPB - - (1-8) e

The worst outcome for the consumer is autarky, where no insurance is
obtained. In that case the expected flow utility of consumption is given by

_[pe-r +(1- p)]

and the present discounted value of the rand.om consumption stream under
autarky is

VA = __l_[pe-r +(l_p)]
(1-8)

Note that an important implicit assumption here is that income takes the
form of a perishable good.

Even if income shocks are private information, we know from the previ
ous section that it is possible for the consumer to improve expected flow
utility of consumption by writing a long-term incentive-compatible insur
ance (or loan) contract. Let st = {O, ly denote the set of sample paths of
income from period ~ = 0 to ~ = t and let ht = (wo; WI; ••• ; W t) E S repre
sent a history of income realizations up to time t; then a long,.term contract
is a sequence of contingent net transfers btCht

) for t = b, ... , 00. Although
solving for an optimal incentive-compatible long-term contract is a poten
tially daunting problem, it is possible to obtain a reasonably simple char
acterization of the optimal contract in the special setting considered here
by exploiting the stationarity of the underlying problem.

In the previous section we formulated the optimal contracting problem
as a· constrained maximization problem for the consumer. In the infinite
horizon problem it turns out that the dual problem of maximizing the
bank's expected return subject to incentive-compatibility constraints and
an individual-rationality constraint for the consumer is more tractable.
Denote the consumer's outside option by v. The consumer's individual
rationality constraint can then be written as

As. one might expect, this constraint is always binding at the optimum.
Turning to the consumer's incentive-compatibility constraints, denote by
bIehl-I) and boCk-I) the transfer from the bank to the consumer in period t

when the consumer has reported a history of income realizations up to



410 Dynamic Adverse Selection

period t - 1 of ht
-
1 and reports income realization 1 and 0, respectively,

at date t. Since the consumer's income is identically and independently
distributed over time, the expected future discounted value of the contract
at time t can depend only on past transfers based on reported history and
not the actual history ht. Indeed, since income is perishable, the only
intertempora1link here concerns the transfers the consumer can expect to
receive in the future, and these transfers depend only on past reported
history of income realizations. We can, therefore, write the consumer's
continuation value under the contract at date t as, respectively, v1(ht

-
1

) ~
v[b1(k-1

)] and vo(h t
-

1
) == v[bo(ht

-
1)], so that the consumer's incentive com

patibility constraints are

u[ht(h t
-
1

) + 1] + Ovl(k-1) ~ u[bo(k-1) + 1] +ovo(k-1)

and

u[bo(h t
-
1)] + Ovo (h t

-
1) ~ u[ht (ht-l)] + Ov1(ht-1)

for all ht
-
1 E SC-1 and all t ~ O. It is instructive to stress the similarity between

these incentive constraints and (ICl) and (ICO) in the previous subsection.
Having determined the bank's constraints, the next step is to describe the

bank's objective. We can define the bank's continuation value under the
contract as

In other words, the bank's payoff is the expected present discounted
value of future repayments. Taking advantage of the recursive structure of
the underlying contracting problem, we can define the bank's value func
tion to be the unique solution of the Bellman equation

C(v) = min {p[ht +oC(v1)]+(I-p)[bo+oC(vo)]}
{(br .VJ.);(bo ,VO)}

subject to

p[u(ht + 1) + ovd + (1- p)[u(bo)+ Ovo] =v

and

u(ht +1)+ OVl ~ u(bo+1)+ oVo

(IR)

(ICl)
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(lCO)

When the income process is observable to the bank, so that incentive con
straints can be ignored, a flow utility level U (less than 0) can be guaranteed at
minimum cost to the consumer by choosing net transfers btBand bfB such that

or

1
l+b{B =--log(-u)= btB

r

Therefore, the flow cost to the bank of guaranteeing utility level u equal
to (1 - 8)v (less than 0) is given by

pbrFB + (1- p)btB= -.!.log(-u)- p = -.!.[10g(1-8)+ loge-v)] - p
r r

Hence, the first-best discounted expected cost to the bank is

_l_[pb{B + (1- p)btB]=_[log(l- 8) + loge-v) - rp ] == C FB (v)
1-8 (1-8~

When the income process is unobservable, the bank caimot offer an
incentive-compatible contract that perfectly insures the consumer. Its cost
is then higJ::ter because it needs to pay an extra insurance premium to main
tain the same level of flow utility u. The incentive constraints (ICl) and
(lCO) can be rewritten in slightly more convenient form as follows:

and

Uo +8vo ;;::: UI + 8VI

where Lto = _e-rbo and UI = _e-rbl. The two constraints can be rewritten as

Uo - UI ;;::: 8(VI - vo);;::: e-r
(~lo - UI)

Note that,just as in Townsend's setting, we expect to have at the optimum

UI < ~lo and Vo < VI

that is, the consumer receives a net transfer when unlucky, but, to guaran
tee incentive compatibility, it comes at the cost of a lower continuation
utility. Both constraints are therefore unlikely to be binding simultaneously
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at the second-best optimum. Moreover, since biB < bfiB, it appears that the
relevant incentive constraint is (IC1), the one preventing the high-income
type from mimicking the low-income type,

-e-'(uI-Llo)=5(VI-VO)

Consequently, the bank's optimal-contract-design problem becomes

C(v) = min {p[-!lOg(-Ul)-1+5C(v1)]+(1-P)[-!lOg(-uo)+5C(Vo)]}
{(Ul,I/1);(UO,VO)} r r

subject to

v=p(e-'ul +5Vl)+(1-p)(uo+5vo)

and

-e-'(ul -uo) =5(Vl -vo)

The form of the first-best cost function CFB(V) suggests that a likely form
of the second-best cost function C(v) is

C(v) = k _ loge-v)
(1-5)r

where k is a constant that remains to be determined. Indeed, substituting
for this functional form in the preceding Bellman equation, we obtain

or, after some manipl,llations,

C(v) =min{5k-1-;:[P(log(~ ) +(1~5 }Og(~ ))

( ( Llo) ( 5) (vo))] lOge-V)}+(1-p) log - + -- log - ---
v 1-5 v (1- 5)r

Letting

f(k, v,Vi,Ui) == 5k-l-;:{P[lOg(~ )+(1~5 }Og(~ )J
+(1-P{log( u: )+(1~5 }Og(~ )]}
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it is then apparent that the solution to the Bellman equation has the
required functional form

. { lOge-V)}C(v)=mm f(k,v,Vi,Ui)- (1-8)r

Since C(v) is now expressed in terms of utilities relative to v, that is, in
terms of ratios uJv and v/v, it is convenient to further simplify the bank's
problem by denotingll

Note that all utilities are negative, so that the a/s and g/s are positive.
The bank chooses (al; gl; ao; go) to solve

(~; -~{P[lOggl +(1~8}ogal ]+(1- P{loggo +(1~8}ogao]}
(ao;go)

subject to

8(al - ao) = -e-r(gl - go)

and

(ICl)

(IR)

Note that the solution of this convex minimization program is inde
pendent o~ k. Moreover, it can be checked that the optimal solution entails

al < aD and go < gl

which, since the utilities are negative, implies Ul < Uo and Vo < Vi. This solu
tion also satisfies (ICO), the other incentive constraint:12

11. Since the consumer has a CARA utility function, one can summarize the value of the con
tract in terms of certainty equivalent. In other words, one can write v(bi) =u(bi + J!) (where J!

denotes the risk premium). This means here that

ai
Vi=-Ui

gi

12. This constraint can be written as

gov+ Oaov ~ glV+ OalV

Since v is negative, this is equivalent to

which is true, given the binding incentive constraint (lC1).
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As in the two-period problem, the consumer can thus obtain intraperiod
insurance against adverse income shocks (ua > UI) at the expense of
intertemporal consumption smoothing (va < VI). A number of other strik
ing implications emerge from this analysis. First~ since VI> Va, the inequal
ity in welfare between lucky consumers, who have high income shocks, and
unlucky consumers grows over time. Second, if we denote by V t the con
sumer's utility at the beginning of period t, then V t converges to -00 almost
surely (see Thomas and Worrall, 1990). The proof of this result relies on the
observation that C'(vt) is a martingale or, in other words, that

E[C'(Vt+I)] =C'(vt)

Hence, by the martingale convergence theorem, C'(vt ) converges almost
surely to some limit. Thomas and Worrall show that this limit must be zero
and therefore that limHoo Vt --7 -00. Intuitively, the reason why the limit must
be -00 is that any finite limit can occur only with probability zero because
future v/s would always spread out from that point. One way of under
standing the economic logic behind this striking result it to think of the infi
nitely lived consumer as living permanently above her means when she has
a negative income shock and continually postponing the pain of having to
repay her accumulated debts to the future. Such behavior makes sense
when the consumer discounts the future. A compounding effect comes from
the convexity of C(v). Other things eq~al, the bank's cost is higher the more
spread out are the v/s (to maintain incentive compatibility), but the curva
ture of C(v) is flatter at low values of v. Therefore, the cost of maintaining
a spread between VI and Va is lower, the lower is v-hence the incentive for
the bank to let V t drift downward. There are two potential constraints on
the second-best optimal process V t• First, ~s debts accumulate, the consumer
may be tempted to default. To avoid default the bank will limit the amount
of debt the consumer can accumulate and thus limit her ability to consume
above her means. As a result, there would be less intraperiod insurance and
more intertemporal consumption smoothing. Second, if there was compe
tition between multiple banks, and consumers could switch at any time
between banks, then banks would also be limited in the extent to which
they can trade off intertemporal consumption smoothing to increase
intraperiod insurance. Indeed, the downward drift in V t would be reduced
by banks' attempts to steal away previously unlucky consumers by offering
them better savings terms.
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9.3 Summary and Literature Notes

This chapter has first dealt with dynamic adverse selection models with con
stant types. Lack of commitment can arise in "mild" form when long-term
contracts protect each party against unilateral violations but the parties
cannot commit not to engage in future Pareto-improving renegotiations; it
arises in more severe form when only short-term contracts are available (for
example, because the principal is a government that cannot commit not to
unilaterally change the law). In the first case, the principal cannot commit
not to be too soft with the agent in the future (this is the durable-good
monopoly problem or the soft-budget-constraint problem), while in the
second he can also not commit not to be too tough (this is the ratchet effect).
In both cases, the principal is hurt because outcomes he finds sequentially
optimal are not ex ante optimal.

Commitment problems arise because information revealed through con
tract execution leads to recontracting opportunities that hurt the principal
from an ex ante point of view.A general lesson from this literature therefore
concerns the desirability of limiting the information revealed in the course
of contract execution, that is, of signing contracts with (partial) pooling. The
form of optimal contracts has been analyzed in detail by Freixas, Guesnerie,
and Tirole (1985) and Laffont and Tirole (1988a) for the case of short-term
contracting, by Dewatripont (1989) for the case of long-term contracting
with renegotiation (and the renegotiation-proofness principle), and by Hart
and Tirole (1988) and Laffont and Tirole (1990) for both cases simultane
ously. For further theoretical developments, see in particular (1) Beaudry
and Poitevin (1993) for an analysis of instantaneous renegotiation in signal
ing games, (2) Rey and Salanie (1996) for a discussion of the possibility of
achieving long-term commitment through a sequence of (renegotiated) two
period contracts, (3) Bester and Strausz (2001) for a generalization of the
revelation principle to the case of imperfect commitment (where "truth
telling" occurs only with probability less than one, due to equilibrium
pooling); and (4) Bajari and Tadelis (2001) for an analysis of imperfect com-
mitment and costly renegotiation. .

The chapter has also looked at specific applications, the most influential
being the regulation setting due to Laffont and Trrole (see their 1993 book).
In terms of contract theory, we have stressed several economic insights:

• In the case of a buyer-seller model ("Coasian dynamics"), the optimality
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of sale contracts over rental contracts, to avoid the ratchet effect (Hart and
Tirole, 1988). This is in contrast with the result obtained under buyer
anonymity, where renting is a way of avoiding all commitment problems,
by making "the problem of the seller stationary (on this version of the
durable-monopoly problem, see, for example, Stokey, 1981; Bulow, 1982, or
Gul, Sonnenschein, and Wilson, 1986).

• The potential optimality of exogenously restricting the observability of
contract execution for the principal. While this is never optimal in
the absence of commitment problems, because it worsens incentive
compatibility constraints, it can be desirable as a way to limit the harm
caused by limited commitment. This problem has been analyzed by
Dewatripont and Maskin (1995a) in the context of insurance contracts. A
related insight is due to Cremer (1995), who stresses the benefits of "arm's
length" relationships. He considers a dynamic model where a principal hires
an agent who has private information about her intrinsic productivity. The
agent's output depends on this productivity and also on her effort. The prin
cipal would like to incentivize the agent by threatening to fire her in case
of low past effort. This threat may not be credible, however, because Cremer
assumes that, once effort has been chosen, the principal's benefit from not
firing the agent solely depends on her intrinsic productivity, not on her past
effort. If the principal observes effort or productivity and cannot commit in
advance to a firing rule, the agent then knows she will not be penalized for
low effort and therefore shirks. Keeping the agent "at arm's-length" is
useful in this case: Since the principal observes only output and not effort
or productivity, he may rationally attribute low output to low intrinsic pro
ductivity, which makes the firing rule credible. This is thus another case
where reducing observability alleviates commitment problems.

• Reduced observability also helps alleviate the soft-budget-constraint
problem, that is, the refinancing of loss-making projects. As argued by

13. For a comprehensive treatment of the soft-budget-constraint literature, see the survey by
Kornai, Maskin, and Roland (2003). This issue has received a fair amount of attention in the
"transition economics" literature (see Roland, 2000). Note that dynamic adverse selection
models have also been used to analyze aspects of the political economy of transition, namely,
the question of optimal industrial restructuring under political constraints (see Dewatripont
and Roland, 1992, which builds on Lewis, Feenstra, and Ware, 1989). An interesting feature of
this setting is that political constraints represent an intermediate form of long-term contract
ing between a government and its electorate: Prior agreements remain in force as long as a
majority of the electorate refuses to change them. An agenda-setting reform-minded govern
ment, however, will try to undo them by endogenously targeting specific groups of the popu
lation that can form a proreform majority.
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Dewatripont and Maskin (1995b), this problem can naturally arise when
initial investments are sunk by the time the creditor realizes the project
has a negative net present value.13 In this setting, making it necessary to
have the refinancing performed by a new, less well informed creditor may
harden the budget constraint and improve overall efficiency. As stressed
by Dewatripont and Maskin (1995b) and von Thadden (1995), however, this
gain comes at the expense of long-run risk taking. The connection between
the number of creditors and the probability of refinancing with commitment
problems has also been analyzed by Bolto"n and Scharfstein (1996).

The main driving factor of dynamic-adverse-selection models with con
stant types is the information revealed through contract execution. When
types are independent across periods, things change drastically, and the
main focus is the trade-off between intraperiod risk sharing and intertem
poral consumption smoothing. Three cases were considered:

• First, a simple two-period consumption model where the agent learns at
the beginning of period 1 that he needs to consume in period 1 or can wait
until period 2. This simple model of liquidity shocks, put forward by
Diamond and Dybvig (1983), allows one to highlight the benefits of banking
and of deposit contracts-but also, as stressed first by Jacklin (1987) con
cerning equitylbond contracts-as a way to pool independently distributed
individual liquidity shocks. These latter instruments seem to be preferable,
since they are not subject to bank runs, a potential equilibrium phenome
non in the Diamond-Dybvig setting. However, one can argue that a "bank
based setting" may be able to allow for potentially more risk sharing, by
limiting the reinvestment opportunities of agents who consider withdraw
ing their funds early while they need to consume only later on. This issue
has been stressed, for example, by Diamond (1997) and Allen and Gale
(2000). The Diamond-Dybvig model has in fact generated a large literature
on banking and liquidity provision; see Bhattacharya and Thakor (1993)
and Freixas and Rochet (1997) for surveys.

• The second case we considered is that of two independently distributed.
income shocks. Pioneered by Townsend (1982), this case has allowed us to
stress the trade-off between insurance and intertemporal consumption
smoothing. Specifically, in a static setting, there is no way to induce separa
tion of types, since the agent would always report the income realization
that allows her to receive the highest net transfer. Instead, with two income
shocks, one can make the (constant) second-period transfer contingent on
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the income reported in period 1. In case of a negative (positive) period-1
income realization, the agent then optimally receives a positive (negative)
transfer, which then leads to a negative (positive) transfer in period 2. This
transfer is beneficial because, in the case of a negative (positive) income
shock in period 1, the agent's period-1 marginal utility is higher (lower) than
her expected period-2 marginal utility. Note that some of this protection
against temporary income shocks can be obtained by simple borrowing and
lending. Townsend shows, however, that optimal long-term contracts go
beyond pure borrowing/lending to allow for more intraperiod insurance, at
the expense of intertemporal consumption smoothing. As one might have
guessed, the distinction between situations with preference shocks and
income shocks is somewhat artificial. Indeed, the banking model of
Haubrich and King (1990) highlights how these two cases give rise to fun
damentally similar economic problems.

• The third case we considered extends the Townsend model to an infinite
horizon. Intuitively, as in the two-period model, agents who experience neg
ative income shocks receive positive net transfers at the cost of lower
expected future consumption. Green (1987), Thomas and Worrall (1990),
and Atkeson and Lucas (1992) have provided infinite-horizon extensions
of the Townsend model. We have seen how to compute a stationary solu
tion of this problem. This solution leads to increasing wealth dispersion over
time. Moreover, as shown by Thomas and Worrall, the probability of reach
ing zero wealth tends to 1 in the long run! Lucas (1992) discusses the rele
vance of these predictions. Let us stress here that it is naturai to think that
limits to contract enforcement (e.g., the possibility of default) would par
tially call into question these limit results (see, Kocherlakota, 1996, and
Ligon, Thomas, and Worrall, 2002, for analyses of the implication of limited
contractual enforcement).
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In reality most principal-agent relationships ~re repeated or long-term.
Repetition of the relation can affect the underlying incentive problem in
three fundamental ways. First, repetition can make the agent less averse to
risk, since she can engage in "self-insurance" and offset a bad output shock
in one period by borrowing against future income. More generally,
repetition introduces the possibility of intertemporal risk sharing. Second,
repeated output observations can provide better information about the
agent's choice of action. Both of these effects ameliorate the incentive
problem and increase the flow surplus from the contract. A third counter
vailing effect, however, is that repetition increases the agent's set of avail
able actions. She can now choose when to work, and she can offset a bad
performance in one period by working harder the next period.

As one can easily imagine, the interaction of these three effects results
in a considerably more complex contracting problem than the one-shot
problem. As we saw in Chapter 4, the one-shot problem is already too sen
sitive to the underlying environment to be able to predict in a robust way
the simple spot contracts (such as piece-rate or commission contracts) that
are observed in practice. However, although repetition increases the com
plexity of the optimal contracting problem, it can paradoxically result in
simpler optimal contracts in some special settings, as we shall see.

In general, optimal long-term contracts can unfortunately be consider
ably more complex than simple one-shot contracts. Indeed, the optimal con
tract will-depend in general on the entire history of output realizations and
not just on some aggregate measure of performance over some fixed inter
val of time. When an output outcome affects the agent's current compen
sation, it will also affect her future rewards under an optimal contract. In
light of this potential added complexity, it is all the more pertinent to
inquire whether there are plausible conditions under which optimal long
term contracts are simple. We shall devote significant space to this question.

Following the characterization of the optimal long-term contract in a
general setting, where the one-shot contracting problem is repeated twice,
we shall determine the conditions under which a series of short-term incen
tive contracts, which regulate the agent's savings, can replicate the optimal
long-term contract. We then proceed to inquire under what conditions
simple incentive contracts such as linear contracts or efficiency-wage-type
contracts are optimal or nearly optimal. Next, we consider renegotiation of
long-term contracts with moral hazard, when the agent's actions have per
sistent effects on output. Finally, having considered partial deviations from
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full-commitment contracts with renegotiation, we shall consider the case of
no commitment where implicit as well as explicit incentives are important
in affecting the agent's choice of actions.

Unfortunately, the literature on repeated moral hazard does not consider
a common framework. In particular, different assumptions about when the
agent consumes, access to credit, and control of savings are made, and as a
result it is difficult to relate the different papers to one another. We base
part of this chapter on the unifying treatment proposed by Chiappori,
Macho, Rey, and Salanie (1994).

10.1 The Two-Period Problem

Suppose that the one-shot contracting problem considered in Chapter 4 is
repeated twice. That is, at the beginning of period t = 1,2 the agent privately
chooses an action a E A. This action then maps into n possible output real
izations in period t. The probability distribution of output qf in period t is
given by Pi(at), where at denotes the agent's action choice in period t and
i = 1, ... , n. As in Chapter 4, we assume that pi(a) > 0 for all a E A. Since
the probability distribution over output outcomes in any given period
depends only on the action chosen by the agent in that period, and since
the action set is the same in both periods, the two periods can be thought
of as technologically independent. The only possible link between the two
periods is through changes in preferences of principal and agent in response
to output outcomes or action choice in the first period. Only in such a setup
is it possible that a series of two spot contracts may be optimal.

To maintain this separation between periods, we assume that the princi
pal's and agent's preferences are time separable. In each period the agent's
objective function is, as before,

U(c)-1jI(a)

where c denotes the monetary value of consumption. As in Chapter 4,
we assume that u(·) is strictly increasing and concave and lfIC·) is strictly
increasing and convex. We also assume that limH £ u(c) =-00 for some f. > -00.

Moreover, the agent has an identical reservation utility in both periods u.
The principal's objective function is V(q - w), where w is the wage paid to
the agent. Again, V(·) is strictly increasing and weakly concave. That is, the
principal can be risk averse or risk neutral.

The timing of the contracting gtune between the principal and agent is as
follows: .
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• At the beginning of period t = 1 the principal makes a take-it-or-Ieave-it
offer of a long-term contract to the agent. This contract specifies an action
for the first period al and an action plan for the second period az(qf), as well
as a contingent wage schedule Wl(q}) and Wz(qT, qT).

• The agent can accept or reject the offer. If the agent rejects, the game
ends. If the agent accepts, she proceeds to choose an action plan al in the
first period.

• Following the realization of first-period output, the long-term contract
can be renegotiated and replaced by a new continuation contract specify
ing an action az and compensation wzeqI).Again, the principal makes a take
it-or-Ieave-it offer and the new contract replaces the old one only if both
principal and agent are strictly better off under the new contract.

As we shall see, the optimal long-term contract offered at the beginning
of period 1 will be "renegotiation-proof" under fairly general conditions.
Also, under similar conditions the optimal long-term contract can be imple
mented by a sequence of short-term contracts (which regulate the agent's
savings), where the principal makes a take-it-or-Ieave-it offer in period 1 of
a short-term contract {aI, Wl(q})}, followed by another offer in period 2 of
a contract {az, wz(qI)}.

SOME DEFINITIONS To be more precise, we provide the following
definitions:

A long-term contract is renegotiation-proof if, at every contracting date, the
continuation contract is an optimal solution to the continuation contract
ing problem for the remaining periods.

A long-term contract is spot implementable if and only if there exists a
perfect Bayesian equilibrium of the spot-contracting game, the outcome of
which replicates the long-term contract.

A contract exhibits memory if second-period wages depend on first-period
output outcomes.

A new issue arising in repeated-moral-hazard problems is the agent's
borrowing/saving decisions and consumption smoothing. If the agent is
better off smoothing her consumption over time, then the optimal long
term contract might provide some intertemporal risk sharing. Also, if the
agent's attitude toward risk depends on wealth, then the principal must be
able to track the evolution of the agent's wealth after consumption to deter-

,mine the agent's risk preferences. What is more, the principal may want to
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control the agent's saving decisions so as to provide better incentives. We
shall consider in turn three different scenarios. --

In the first, the agent has no access to credit markets and must rely on the
principal to transfer wealth over time. Although this scenario may appear
somewhat unrealistic, it provides a useful benchmark. In the second sce
nario, the agent has access to credit, but we let the principal monitor the
agent's saving behavior. Finally, in the third scenario the principal does not
observe the agent's saving decisions.

10.1.1 No Access to Credit

The results detailed in this section have been first derived by Rogerson
(1985b). Assume here that the agent has no access to credit markets. In other
words, the agent is forced to consume whatever she earns in any period.

The optimal long-term contract then specifies n + n2 contingent con
sumption levels, where

Wi == wage associated with q} in period 1

Wij == wage associated with (q}, qJ) in period 2

The agent responds by choosing the action plan:1

al == action in period 1

ai == action in period 2 contingent on q}

Assuming away discounting, the optimal long-term contract then solves
the following program:

max I.Pi(a1)[V(q} -Wi)+ I.p/aaV(qt -Wij )]
(Wj),(Wij),IlJ.,(a;) i=1 j=1

subject to

[aI, (ai)] E ar_gI?ax I. Pi(iil )[U(Wi)-1fI(iil ) +I. p/iUU(Wij) -1fI(iii)]
~m) W H

and

t p.<aIl[u(w,) - 'I'(a,) +t p;(a,)u(w,) - 'I'(a,)] 2: 2"

1. Note the slight abuse of notation here: The action in period 1 ai is not the same as the action
in period 2 contingent on ql, even though it is also called ai'
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As is apparent from this program, the two~period optimal contracting
problem is significantly more complex than the one-shot problem. Never
theless, by considering marginal intertemporal transfers for every given
first-period output realization q}, a fundamental relationship between con
tingent wages across periods can be established (we drop time superscripts
because at any time the output distribution only depends on effort):

(10.1)

Or, more strikingly, if the principal is risk neutral, this equation reduces to
a form of Euler equation,

The optimal contract smoothes the agent's consumption so as to equate
(the inverse of) her marginal utility in the first period with the expected
(inverse) marginal utility in the second period.

To see why this relationship between contingent wages across periods
must hold, suppose to the contrary that the optimal contract [(Wi), (Wij)] is
such that equation (10.1) does not hold, and consider the modified contract
[(Wi), (Wij)] such that, for all (i,j),

U(Wi) =U(Wi) -£i

and

U(Wij) =U(Wij) +£i

This new contract provides the agent with the same level of expected
utility as the old contract (for any action plan chosen by the agent) for every
first-period output realization qt. Therefore, the agent accepts this contract
and chooses the same action plan as before. But the new contract changes
the principal's payoff by

Now, for small £/s, we have, approximately,

Wi -Wi =£)U'(Wi)
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and

so that the net benefit to the principal is approximately

(10.2)

The principal can thus increase his payoff by choosing small e/s of the
same sign as the term in brackets. In other words, unless the term in brack
ets is equal to zero [so that equation (10.1) holds] there are profitable devi
ations from the contract (Wi, Wij). Therefore, equation (10.1) is one of the
conditions characterizing the optimal long-term contract.

Another important observation emerging from expression (10.2) is that
in general the optimal second-best contract has "memory." It is easy to see
this fact by applying an argument almost identical to the preceding one.

Suppose by contradiction that the optimal contract is memoryless and
takes the form (Wi, Wj), so that the second-period wage is independent of
first-period output. This contract is optimal only if

V'(qi -wJ
U'(Wi)

But note that under the memoryl~ss contract, ai is independent of the
first-period outcome qi, so that the right-hand side of the above equation is
a constant independent of qi. But

implies that the agent enjoys first-best insurance in period 1. This contract
cannot be optimal in general, for then the agent has inadequate incentives
to supply effort in period 1.

A somewhat disappointing implication of this observation is that in
general the optimal long-term contract will be very complex. This com
plexity is difficult to reconcile with the simplicity of long-term incentive
contracts observed in reality. Long-term employment (or incentive) con
tracts observed in practice do not appear to fine-tune the agent's intertem
poral consumption to the extent predicted by the theory.

As we shall discuss in later chapters, long-term contracts observed in
reality also appear to be simple iil part because they leave many aspects of
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the long-term relation unspecified or implicitly specified in an informal
agreement among the parties. In other words, the explicit part of observed
long-term contracts is often highly incomplete. A difficult question for the
theory is then to explain what is left implicit and what is written explicitly
into the contract.

Before tackling this difficult issue, however, it is important to understand
the general structure of optimal long-term contracts and· to ask whether
there are plausible env~onments in which optimal long-term contracts have
a simple structure.

One important insight about optimal long-term contracts emerging from
the fundamental relationship between contingent wages across periods in
equation (10.1) is that it is always in the principal's interest to try to "front
load" the agent's consumption. In other words, it is optimal to force the agent
to consume more in earlier periods than she would like ex post and to reduce
her savings. Intuitively, by keeping her continuation wealth low, the principal
can ensure that the agent's marginal utility of money remains high. He can
thus reduce his cost of providing the agent with effective monetary incentives.

To show that the optimal long-term contract has this property, we shall
hypothetically let the agent borrow or save (at zero interest, as we assume
no discounting) after the realization of the first-period outcome. We shall
use condition (10.1) to show that the agent never wants to consume more
than what she earns under the contract in that period and if anything wants
to save some of her first-period income.

To see this result, note first that the agent's marginal expected utility with
respect to savings following the realization of qi is

Ipj(ai)u'(Wij) - U'(Wi)
i=l

Substituting for U'(Wi) using condition (10.1) (and assuming for simplic
ity that the principal is risk-neutral), this becomes

n 1
LPj(aJu'(wij) --n---
j=l L p!(ai )

j=l u (Wij)

Now, since lIx is a convex function of x, by Jensen's inequality we have
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so that

ipj (ai )U'(Wij) - U'(Wi) ~ 0
j=l

In words, under the optimal long-term contract the agent's marginal
expected utility with respect to savings is always nonnegative, so that the
agent wo¥1d like to save more at the margin than the contract allows her.

One important simplification one might hope for is that the optimal long
term contract be implementable by a sequence of spot contracts, for then
the one.:.shot model of moral hazard considered in Chapter 4 might easily
be adapted to the repeated contracting problem. Unfortunately, spot imple
mentation requires that the optimal long-term contract be memoryless if
the agent has no access to a savings technology. We shall see, however, that
if the agent can save her income independently and if the principal can
monitor her savings, then spot implementation is feasible under fairly
general conditions. This approach is possible under monitored access to
savings, since then the principal can separate the consumption-smoothing
part (by controlling the agent's savings decision) from the standard incen
tives-versus-risk-sharing part of the contract.

10.1.2 Monitored Savings

Under the monitored-savings scenario, the agent has access to credit, but
the principal can monitor the agent's savings. To be consistent, we also let
the agent monitor the principal's savings. A long-term contract can now
specify not only a profile of output-contingent wage payments but also
output-contingent savings for the principal and agent, respectively ti and Si.
Therefore, the optimal contracting problem now takes the form

max ipi(a1)[V(qi -Wi -tJ+ipj(ai)V(qj -Wij +ti)]
~~~U~~)rl ~

al,(ai) - J-

subject to

[ab (ai)] E ar~~ax iPi(lld[U(Wi -SJ-lf/(lll)+ iPj(lli)U(Wij +Si)-lf/(llJ]
al,(ai) i=l j=l

and

t,p,<a1lu(w, - s,) -lJf(al)+ tPj(a,)u(w'J +s,) -lJf(a,)]", 2"
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Observe that only total savings (Si + ti) are determined at the optimum,
since the principal can always undo the agent's saving decision through an
adequate choice of (Wi), (Wij), and (tJ Therefore, we can set the savings of
one of the parties to zero without loss of generality.

When we set ti equal to zero and compare the preceding program with
the optimization problem in the "no access" scenario, it appears that the
situation where the agent's savings decisions can be monitored is equiva
lent to the no-access scenario. The only difference now is that the optimal
contract can exhibit "memory of consumption" without requiring any
"memory of wages." Indeed, by setting Si so that

and

the long-term contract can implement a consumption plan by controlling
savings directly rather than indirectly through history-dependent wage
plans. In other words, when savings can be monitored, a long-term con
tract with memory is now in principle spot-implementable. In fact, the
principal may now solve the optimal long-term contract by'separating the
consumption-smoothing part from the standard static incentive-contracting
problem. This central observation has been made independently by
Malcomson and Spinnewyn (1988), Fudenberg, Holmstrom, and Milgrom
(1990), and Rey and Salanie (1990).

We shall illustrate this separability property more explicitly under the
simplifying assumption that the principal is risk neutral.

Suppose that the agent saves S in the first period. Then the spot contract
in period 2 is the solution to

n

maxLP/a)(qj -Wj)
(Wj),a j=l

subject to

a E argmax I.Pj(a)u(wj +s)-ljI(a)
ii j=l

I.p/a)u(wj + s) -ljI(a) ~ u(c + s) -ljI(a)
j=l

where (c, a) are the outside option consumption level and action, such that
u(c) - ljI(a) = u.
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Now, given any realization qi in period 1, the optimal long-term contract
must solve the following continuation problem:

n

max~p·(a)(q· -w·)
(

A £..J J J J
Wj},a j=l

subject to

a E argm;ax I.Pj(a)u(wj) -1jI(ii)
ii j=l

I.Pj(a)u(wj)-o/(a);::: I.Pj(af)u(C!j)-o/(di)
j=l j=l

To replicate the solution to this continuation problem with an optimal
period-2 spot contract, it thus suffices to set period-1 savings Si such that

n

u(c +sJ -ljI(a) =LPj(a'f)u(C!j) -ljI(di)
j=l

Note that a solution Si to this equation always exists if the agent's utility
function u(·) is unbounded below.

To summarize, when the principal can monitor the agent's savings, it is
possible to implement the optimal long-term contract with a sequence of
spot contracts even if the optimal contract has "memory of consumption."
The reason is simply that with monitored savings the principal can separate
the consumption-smoothing problem by controlling the agent's savings
separately.

This observation is important for at least three reasons. First, it provides
a rationale for short-term incentive contracting. As long as the principal can
control the agent's savings, there is no value in committing to a long-term
contract. Second, it pinpoints the main source of gain from a repeated rela
tion: the opportunities created for intertemporal risk sharing. Third, it leads
to a simple recursive structure for the long-term contracting problem. With
spot implementation, the principal's problem can be formulated as a
dynamic-programming problem, where the principal maximizes the sum of
his current-flow payoff and the expected discounted value of future spot
contracting by offering spot contracts to the agent, which the latter can
accept or reject.

The result that optimal long-term contracts are spot implementable
under monitored savings extends to any finitely repeated contracting
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problem if the agent's preferences are additively or multiplicatively sepa
rable. This conclusion has been established in Fudenberg, Holmstrom,
and Milgrom (1990). Besides additive (or multiplicative) separability of the
agent's preferences, several other assumptions that we have made implic
itly here are important to obtain this result. These assumptions guarantee
that there is no asymmetric information between the principal and agent at
recontracting dates. Thus, to ensure that there is common knowledge of pro
duction possibilities and preferences at each recontracting date, we have
not only assumed that the agent's savings can be monitored by the princi
pal but also that each production period is time separable, so that the
agent's action choice in any given period affects only that period's output
and has no impact on the agent's future action sets or future costs of taking
particular actions.

An important corollary of spot implementation is that when it is spot
implementable the optimal long-term contract is also renegotiation-proof.
In other words, at every recontracting date, the continuation contract is an
optimal solution for the remaining periods. This conclusion follows imme
diately from the observation that once contingent savings Si have been
determined, the second-period optimal spot contract is always an optimal
continuation contract. We shall see in the next section how spot imple
mentation or renegotiation-proofness breaks down when there is asym
metric ~ormation between the prindpal and agent at recontracting dates.

10.1.3 Free Savings and Asymmetric Information

The principal may not always be able to observe and monitor the agent's
savings. In that case the continuation contracting problem may involve
some asymmetric information. All the issues considered under dynamic
adverse selection then become relevant. In particular, the optimal long-term
contract may no longer be renegotiation-proof or spot-implementable.

We shall illustrate this statement with an example involving a single
action choice in period 2 but (hidden) consumption by the agent in both
periods.

Example The agent only supplies effort in period 2.

• a E {H, L} with If/(H) =1 and If/(L) =0

• qE {0,1} withpl(H)=PH>Pl(L)=PL>O
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We restrict attention to parameter values such that it is optimal to induce
the agent to choose action H. A long-term contract then simply specifies
second-period output-contingent wages (Wo, WI)'

We shall denote by cf' the agent's first-period consumption if she plans
to choose a = H and by cf her first-period consumption when she plans to
choose action a =L. That is, for j =H, L, c{ maximizes

U(c) + Pjlf(WI - c)+(l-Pj)u(wo -c)

The agent's (binding) incentive constraint in period 1 is

u(Cf)+PHU(WI -cf)+(l- PH )u(wo -cf)-l

= u(cf) +PLU(WI - cf) +(1- pdu(wo - cf)

but by revealed preference and strict concavity of u(-) we know that

u(cf)+PLu(wl-cf)+(l-PL)U(WO -cf)

>u(Cf)+PLU(WI -cf)+(l-pdu(wo -cf)

so that in period 2 we have

u(cf)+ PHU(WI -cf)+(l-PH )u(wo -cf)-l

>U(Cf)+PLU(WI -cf)+(l-pdu(wo -cf)

In other words, in period 2 the agent's incentive constraint is slack. There
is therefore an opportunity for both parties to renegotiate the initial con
tract at that point. Note that if the principal could monitor the agent's con
sumption (or savings), this problem would not arise, for then the principal
could impose a particular consumption choice on the agent in period 1 such
that the incentive constraint in period 2 would remain binding. It is the prin
cipal's inability to monitor the agent's consumption that creates a renego
tiation problem in period 2.

There is one special case, however, where the principal's inability to
monitor the agent's savings is not problematic, namely, when the agent's
optimal savings are independent of her choice of action. This property of
the agent's savings behavior obtains when she has CARA risk preferences.
With such preferences wealth effects are absent and history can no longer
affect the agent's savings behavior. Fudenberg, Holmstrom, and Milgrom
(1990) show that with CARA risk preferences the optimal long-term
contract (with no monitored savings) is then spot implementable and
renegotiation-proof.
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10.2 The T-period Problem: Simple Contracts and the Gains from Enduring
Relations

The previous section has highlighted the importance of intertemporal risk
sharing as a benefit of long-term contracting. Two other sources of gains
from long-term contracting have been suggested in the literature: better
monitoring of the agent's actions and more "punishment" options for poor
performance. For instance Radner (1986a) identifies the gains from endur
ing relations under moral hazard as follows:

These repetitions give the principal an opportunity to observe the results of the
agent's actions over a number of periods, and to use some statistical test to infer
whether or not the agent was choosing the appropriate action. The repetitions also
provide the principal with opportunities to "punish" the agent for apparent depar
tures from the appropriate action. (p. 27)

A possible countervailing effect of repeated interactions may also be to
worsen the incentive problem the principal faces, for now the agent has
more opportunities to shirk, try her luck, and make up for bad outcomes
by working harder. In other words, in an enduring relation the agent's action
set is richer, and the principal's incentive problem may be worse as a result.
This effect has been emphasized by Holmstrom and Milgrom (1987)
and has led to the idea that with repetition incentive contracts may
become simpler even though the underlying incentive problem grows in
complexity.

Much of the literature on repeated moral hazard, which allows for infi
nitely many periods, has been concerned with approximation results of the
first-best outcome with simple incentive contracts under no (or almost no)
discounting. In particular, Radner (1981, 1985), Rubinstein (1979),
Rubinstein and Yaari (1983), Fudenberg, Holmstrom, and Milgrom (1990),
and Dutta and Radner (1994), among others, provide such results. There
are small differences in the types of simple contracts considered and in their
interpretation. All contracts share the feature that as long as the agent's
accumulated wealth is above a given threshold, the agent either maintains·
a given mean level of per-period consumption or continues to be employed.
Should the agent's wealth fall below that threshold, then depending on the
contract considered, the agent cuts down on her consumption in order to
build up her stock of wealth, or the contract is terminated. These contracts
are interpreted to be a form of either employment contract or bankruptcy
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contract or, alternatively, as self-insurance schemes for the agent. Although
the basic underlying argument and method of proof are similar, the intu
itive explanations given for the approximation results differ substantially
from one paper to another. One strand of the literature (e.g., Fudenberg,
Holmstrom,and Milgrom, 1990) argues that the gains from the (infinitely)
repeated relation stem exclusively from self-insurance by the agent, while
the other (e.g., Radner, 1986a) also emphasizes the benefits from enhanced
statistical inference and punishments.

In order to disentangle the relative importance of these factors, we shall
attempt to isolate each one by repeating only some elements of the
principal-agent relationship and not others. We thus distinguish five special
cases in increasing order of complexity:

Case 1: Repeated Output In the special case of repeated output, the agent
makes a single action choice, but there are multiple output realizations.
Moreover, the agent consumes only at the end of the repeated relation.
Here the only benefit of repetition is better statistical inference. This special
case can be seen as a simple representation of a problem where the agent
must be given adequate incentives to undertake a risky investment.

Case 2: Repeated Actions In the case of repeated actions, only the agent's
action choice is repeated. There is a single output realization, and con
sumption takes place at the end. This case can be seen as an intertemporal
analogue of a multitask problem. The benefit (or cost) of repeated action
choice is that the agent may be able to spread her effort over time more
efficiently.

Case 3: Repeated Consumption Again, in the case of repeated consump
tion, the agent makes a single action choice, and there is a single output
realization. But now the agent may consume in several periods. In this case
the only potential benefits from long-term contracting arise from
consumption-smoothing opportunities. We shall not discuss this case below
because the example considered in subsection 10.1.3 already provides the
intuition for this special case. As the example highlights, the gains from
long-term contracting depend to a large extent on whether the agent's
intertemporal consumption can be monitored by the principal. If it cannot,
then the opportunities for consumption smoothing open to the agent may
worsen the underlying incentive problem-so much so that the gains from
intertemporal insurance may be outweighed by the greater costs of pro-
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viding incentives to the agent. Thus unmonitored consumption smoothing
may come at the expense of the incentive effici(;mcy of the contract.

Case 4: Repeated Actions and Output In this case both action choices and
output are repeated, but consumption takes place only at the end. This is
the setup considered by Holmstrom and Milgrom (1987). The focus here
will be not so much on the benefits of an enduring relation as on the form
of the optimal long-term contract.

Case 5: Infinitely Repeated Actions, Output, and Consumption The case of
infinitely repeated actions, output, and consumption is the most general case
considered in the literature. Here, as in the previous case, we investigate to
what extent simple contracts can be approximately optimal.

10.2.1 Repeated Output

In the repeated-output case we let the agent choose an action only once, at
t = O. We shall suppose that there are only two possible output outcomes in
any given period: q E {O, I} andp(a) =Pr(q =1Ia), withp(a) strictly increas
ing in a.

We shall contrast two extreme scenarios. One, where there is a single
output realization at date t = 0, was considered in Chapter4. In this sce
nario we have seen that the second-best contract, in general, cannot approx
imate the first-best outcome.

In contrast, in the other extreme scenario, where there are infinitely many
independent increments in output, a second-best contract can approximate
the first-best outcome arbitrarily closely. To see this point, consider the sit
uation where there are infinitely many independent, binomial increments
in output over a finite interval of time T. That is, consider the situation
where, over the interval of time T, cumulative output follows a Brownian
motion:

dq = a . dt +-J(i . dZ

where a E A denotes the drift of output, (J is a constant volatility parame
ter, and dZ is a standard Wiener process. The drift is chosen by the agent·
at time t =O. Even if the principal and agent can observe only final accu
mulated output Q(T) and can write a contract contingent only on Q(T),
they can now approximate the first-best outcome. Indeed, as Q(T) is
normally distributed with mean a' T and variance (J' T, a Mirrlees-type
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contract-where the principal chooses Q such that for all Q(T) < Q the
agent gets punished and otherwise shegets a sure payment of w*=-Can
approximate the first-best outcome (see Chapter 4).

This example captures in a simple and stark. way the idea that more
precise statistical inference is made possible by the observation of the sum
of repeated independent output observations. Here we have made heavy
use of the fact that the normal distribution approximates the sum of inde
pendently/ identically, and binomially distributed random variables. But
the general point that repeated observation of independently distributed
output outcomes improves statistical inference does not depend on this con
struction. To the extent that an ongoing principal-agent relation involves
more frequent output observations than action choices, there is a statistical
inference effect that ameliorates the efficiency of the contract.

10.2.2 Repeated Actions

Take T = 2 and suppose now that there are n possible output outcomes
at the end of period 2 and that the probability of outcome qi is given by
Pi(al + az), where at denotes the agent's action choice in period t = 1,2. That
is, here the agent can choose two effort levels in succession, and the prob
ability distribution over output is influenced by the sum of the agent's
efforts. In all other respects the static principal-agent problem considered
in Chapter 4 remains the same. Under this scenario the principal's optimal
contracting problem becomes

n

max LPi(al +aZ)V(qi-WJ
(Wi,llJ.,Il2) i=l

subject to
n

(ab az) E argmax L Pi(al + az)u(wJ -If/(al) -If/(az)
iiJ.,ii2 i=l

and
n

L Pi(al + az)u(wJ -If/(al) -If/(az);::: 11
i=l

In the first-best problem there is an obvious benefit from letting the agent
spread her effort over time. Since the effort-cost function ¥J(.) is strictly
increasing and convex, it is optimal to supply an equal amount of effort in
each period. When the agent can spread her effort over time, the overall
cost of inducing a total effort supply of a is then reduced by
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Does this benefit from lower costs translate into an improved second
best contract? Unfortunately, it is not clear that it will. The reason is that
when the agent can spread her effort over time, the principal may face
worse incentive constraints. Clean comparative statics results on the effects
of a change in the agent's effort cost on the second-best outcome are not
obtainable. Grossman and Hart (1983a) provide examples where a reduc
tion in the agent's cost of effort makes the principal worse off. They are
able to show only a limit result that the first-best outcome is approached in
the limit when the agent's (marginal) cost of effort goes to zero (see their
proposition 17).

10.2.3 Repeated Actions and Output

The previous two special cases have highlighted, first, that if an ongoing
principal-agent relation involves more frequent output observations than
action choices, there is a statistical inference effect that ameliorates the effi
ciency of the contract; second, that if the frequency of output observations
is less than the frequency of action chojces, then the optimallo~g-termcon
tract may produce a worse outcome than if the frequencies ofaction choices
and output observations were constrained to be equal.

In this s.ubsection we first explore the issue of the relative benefits and
costs of a higher frequency of output observations and revision of actions
more systematically by considering an insightful example of a repeated
principal-agent relation adapted from the repeated partnership game of
Abreu, Milgrom, and Pearce (1991).

In a second step we shall also explore the important theme that as the
agent's action set gets richer (with more frequent action choices), this
process leads to a simpler optimal incentive contract, since, with more
incentive constraints potentially binding, the principal's flexibility in design
ing the contract is reduced. This general idea was first explored by
Holmstrom and Milgrom (1987), who suggested that in some special set
tings the agent's opportunities for shirking over time may be so varied that
an optimal response is to provide the agent with incentives that are linear
in output, so that the agent is subjected to a constant incentive pressure no
matter how her performance evolves over time.
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10.2.3.1 Repeated Actions and Output: Richer Action Set versus More
Frequent Information

This example is best interpreted as a machine (or asset) maintenance
problem, where the agent must continuously exert effort to keep the
machine in good running order. The machine yields a flow payoff of 7T: > 0
to the principal as long as it is well maintained by the agent. However, if
the agent shirks, the principal's flow payoff is zero. The agent has only two
actions available, a =1 ("maintain") and a =0 ("shirk") at any time 't'. She
incurs a flow cost 0 < ljf < 7T: when she chooses a = 1, but no cost when
a =0.

Both principal and agent are assumed to be risk neutral and to discount
future payoffs at rate r > O. For simplicity we assume that principal and
agent can sign only efficiency-wage contracts such that the agent gets a flow
wage payment w ~ ljf as long as she remains employed. Otherwise, she gets
a flow payoff of zero.

The principal-agent relation is modeled in continuous time, but principal
and agent are assumed to be able to revise their actions only after a fixed
interval of time t has elapsed, so that effectively the problem is a discrete
time one. The question we shall investigate is how the efficiency of the con
tract is affected when we vary t or r.

Peifect Information

Suppose to begin with that the princip~lobserves perfectly his accumulated
flow payoff at the end of each interval of time t. Then, as long as the agent
has chosen to maintain the machine (a =1), his mean flow payoff over the
interval of time t is given by

The optimal efficiency-wage contract then takes the simple form that the
principal continues to employ the agent at wage w as long as his mean flow
payoff is n(1 - e-rt

) and otherwise fires the agent.
Under such a contract the agent's incentive constraint takes the form

w(l-e-rt )::;w-ljf

The RHS represents the agent's mean flow payoff when she never shirks.
The LHS is her payoff when she shirks and is fired at the expiration of the
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time interval t. The optimal wage w is then set so that the incentive con
straint is binding. It is instructive to rewrite the incentive constraint as
follows:

It is clear from this expression that an increase in the frequency of revision
of the contract (a reduction in t) has the same beneficial effect as a reduc
tion in the discount rate r. We shall see, however, that when the principal
cannot observe perfectly his accumulated flow payoff at the end of each
interval of time t, it is possible that a greater frequency of revision can make
things worse. The reason is that more frequent revisions provide not only
the principal with more scope to fine-tune the incentive contract but also
the agent with greater opportunities for shirking. As we shall illustrate, if
greater frequency of revisions entails a reduction in the quality of infor
mation obtained by the principal at the end of each interval of time t, then
the. incentive problem may well be worse when information is available
more often. Then, as in the example by Dewatripont and Maskin (1995a)
described in Chapter 9, it may be preferable to choose an information tech
nology where performance measures are available less frequep.tly.

Imperyrectlnfonnation

Suppose now that the principal can no longer perfectly determine whether
the agent maintained the machine over the interval of time t. Suppose that
the principal can observe only machine breakdowns or failures over the
interval and that the Poisson arrival rate of a breakdown per unit time is
A, > 0 when the agent maintains the machine or Jl >.,1, when the agent shirks.
The probability distribution of k breakdowns over the interval of time t is
then given by

()
e-At (,1,t)k

Pk t = k!

when the agent maintains the machine and

(t) = e-p.t (Jlt)k
qk k!

when she shirks.
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The efficiency-wage contract must now condition the principal's firing
decision on the number of observed failures. This is an imperfect signal
because failures can occur even when the agent maintains the machine. The
higher the number of observed failures over the interval of time t, the more
likely it is that the agent shirked, since J1 > A. This relationship can be seen
more formally by observing that

k

;: =e(A-~)t(t)

is increasing in the number of failures k.
It is therefore intuitively plausible that an optimal efficiency-wage con

tract will choose so:rp.e cutoff number of failures k such that the agent is
retained for all k <Ak but is fired whenever the number of failures is equal
to or greater than k. We shall show that this is indeed the case.

The fundamental difficulty with shortening the time interval t is now
apparent. The shorter the interval, the lower the probability that a signifi
cant number of failures occur, which would give the principal a sufficiently
accurate signal that the agent has shirked. In other words, the shorter the
time interval, the worse the quality of the information available to the prin
cipal to base the incentive contract on. Therefore, in this example, increas
ing the rate at which the principal and agent receive information can make
the incentive problem worse.

More formally, let a= (ab (Xz, ••• , ab ... , aK) denote the principal's firing
probability as a function of observed failures k. Under such a firing policy
and a wage rate w, the agent's payoff v if she always maintains the machine
is given by

or

v(l- e-rt )= (1- e-rt)(w - ¥') - e-rtv[±Pkak]
k=l

(10.3)
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If, however, the agent shirks over an interval t, her payoff is

so that the agent's incentive constraint is now

(lOA)

Indeed, if this inequality is satisfied, a one-time deviation does not pay.
At the optimum, the wage rate w is set so that constraint (lOA) binds. Com
bining equations (10.3) and (lOA), the incentive constraint and the agent's
payoff under the contract take the following simple form

(IC)

and

where

denotes the likelihood ratio under the firing policy a.
Note that relative to the case of perfect information the agent's payoff is

reduced by ljI/(£ -1). As can be seen from the expression for v, the princi
pal's objective is now to try to choose a firing policy a to maximize the like
lihood ratio £ subject to satisfying the agent's incentive constraint.

This objective is achieved by choosing the lowest possible kcompatible
with the incentive constraint (IC), such that ak = 1 for all k ~ k and ak = 0
for all k < k. To see this point, note simply that the solution to the uncon
strained problem
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is given by ak =0 for all k ~ K - 1 and ak =1 for k =K. If this solution vio
lates the constraint

(IC')

then obviously the principal must find the highest k such that constraint
(IC') holds.

As we shall now illustrate, it is possible that when the time interval t is
short there may not exist any k that satisfies condition (IC') for w ~ n. But
note first that the LHS of condition (IC') is an increasing function of r and
that the RHS is independent of r. Therefore, a reduction in r allows the prin
cipal to improve the contract by lowering v (or w) and increasing £. Thus,
as in the case of perfect information, a lower discount rate allows the prin
cipal to improve the incentive contract by imposing scaled-up punishments
on the agent if the number of observed failures is greater than a given
threshold. In the limit as r -7 0, the LHS is zero, so that the optimal con
tract with imperfect monitoring can let v -7 O. In other words, in the limit
when there is no discounting, the optimal contract with imperfect monitor
ing approximates the optimal contract with perfect monitoring. Note that
this statement is true for any time iriterval t.

We shall now show that a reduction in the time interval t does not nec
essarily improve the incentive problem in contrast to the case of perfect
information. The comparative statics with respect to t are significantly more
delicate than with respect to r, as changes in t affect both the LHS and RHS
of condition (lC'). To sidestep the difficulties involved in this exercise, we
shall instead consider a feasible contracting situation with t bounded away
from zero and show that for t close to zero this situation is no longer
feasible.

Consider a time interval t bounded away from 0 a1?-d a discount rate r
low enough (but also bounded away from zero) so that an efficiency
wage contract with w ~ n is feasible. Note that such a contract exists if
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1! > lfI, since" the solution with perfect information can be approximated
when r -7 O.

Now, let t shrink. In the limit, as t -70, the likelihood ratio.£ =/1/A: since
the only events of order t are that no failure or one failure occurs. More
over, when t -7 0, the agent's mean flow payoff v under the contract is
approximately

Therefore, the incentive constraint reduces to

as t -7 O. Now, if

it is not possible to satisfy the incentive constraint with a wage payment
w ~ 1! when t -7 O. Note that for /1 close to A this inequality can hold for
lfI < 1!, so that a contract can be feasible for t bounded away from zero but
not for a t arbitrarily close to zero. In other words, this example illustrates
that a hig~ frequency of revision of actions for the agent can worsen the
incentive problem to such an extent that a feasible contract no longer exists.
The problem for the principal is that when the time interval is very short,
he no longer has a sufficiently accurate signal to be able to deter one-time
deviations from the efficient action by the agent. In other words, when the
agent can revise her action choice more and more frequently, her opportu
nities for shirking increase faster than the quality of the principal's signal
about her action choice.

10.2.3.2 Repeated Actions and Output: Richer Action Sets and Simple
Incentive Contracts

We now explore the idea that as the agent's action set gets richer (with more
frequent action choices), a simpler, possibly linear optimal incentive con
tract may be the result. This general idea has been explored by Holmstrom
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and Milgrom (1987), who consider an example with T periods, where in
each period t = 1, ... , T the agent chooses an action at E A.

This action affects only the probability distributionpi(at
) over the n pos

sible output outcomes at the end of that period. To keep things simple, we
shall allow for only two possible output outcomes in each period, n =2. We
denote by peat) the probability of a high-output outcome qH, and by [1 
peat)] the probability of a low outcome qL, (qH > qL)' With this simplifica
tion the agent's action can be taken to be directly the choice of probability
pt = peat), and her action set the interval [0,1]. Consumption by the princi
pal or agent takes place only at the end of period T.

Since consumption takes place at the end and the T production periods
are technologically independent from one another, there appear to be
benefits neither from consumption-smoothing opportunities nor from
improved statistical inference.

The only possible intertemporal link between periods here may be
through the wealth accumulation of the principal and agent, which may
alter their respective risk preferences. However, even this link is assumed
away in the Holmstrom and Milgrom setup with the assumption that both
principal and agent have CARA risk preferences represented by the
respective negative exponential utility functions

V(y) = _e-Ry

for the principal and

u(y) = _e-ry

for the agent.
Therefore, there appear to be no benefits from long-term contracting in

this example.There may, however, potentially be a cost, since the agent may
be able to modulate her actions in any period t > 1 on the observed real
ized history of output up to t, Qt-l = (q\ . .. ,qt-l).

The point of this example is not so much to identify the benefits of long
term contracting as to highlight how in this potentially complex repeated
moral-hazard problem the optimal long-term contract may have a very
simple structure, namely, that it is linear in final cumulative output.

It is important to emphasize at the outset that a critical assumption for
this striking result is the assumption of CARA risk preferences. Without
this assumption Holmstrom and Milgrom's aggregation and linearity result
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would not obtain. Under more general risk preferences, the principal and
agent's attitudes toward risk would evolve with their accumulated wealth,
so that the optimal long-term contract (or sequence of spot contracts)
would be a nonlinear function of the history of output. With CARA risk
preferences, however, the optimal spot-incentive contract is independent of
the agent's wealth, as we shall illustrate.

The principal's one-shot optimal-contracting problem here takes the
form

maxp· V(qH -sH)+(l-p)V(qL -SL)
(P,Sl,S2)
subject to

p E argmax{pu[sH +w -ljf(p)]+(l-P)U[SL +w-ljf(p)]}
p

and

PU[SH +w -ljf(p)]+(l-P)U[SL +w-ljf(p)];;::: u(w)

where W denotes the agent's initial wealth and Si the agent's output
contingent compensation, i = H, L.

As we know from Chapter 4, we can replace the agent's incentive con
straint with the first-order conditions of the agent's optimization problem

U[SH +w-ljf(p)]-U[SL +w-ljf(p)] - PU'[SH +w-ljf(p)]ljf'(p)

- (1-p)u'[sL +W -ljf(p)]ljf'(p) = 0

or

Multiplying through by erw
, we then note that the agent's incentive con

straint is independent of w:

_e-r[SH-IJf(P)] +e-r[SL-IJf(P)] +pljf'(p)e-r[SH-IJf(P)] +(1-p)ljf'(p)e-r[SL-IJf(P)] =0 (10.5)

Substituting for the functional form of u('), the individual-rationality con
straint can also be written as

p(_e-r[SH+W-v/(P)]) +(1-p)(_e-r[SL+W-v/(P)]);;::: _ e-rw .

or, multiplying through by erw
,

p(_e-r[sH-V/(p)])+(l_ p)(_e-r[SL-V/(P)]);;::: 1 (10.6)
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Combining condition (10.5) with condition (10.6) now makes it apparent
that the optimal contract {s.i, slH is independent of the agent's wealth w. In
other words, with CARA risk preferences, changes in w do not affect 11 =
slI - sf, so. that the optimal long-term contracting problem between the
principal and agent is effectively stationary. With this observation in mind,
we can now turn to the T-period version of the problem.

Since in any period t ~ T of this problem, the agent can observe the entire
history of ,output realizations up to t, her strategy of play over the con
tracting period is given by pl(QI-l). That is, she can condition her action
choice in period t, pI, on the history of realized outputs up to t, QI-1.

Thus a long-term contract specifies an incentive-compatible history
contingent action planpl(QI-1) and a history-dependent compensation s(Q1).

When the contract expires, the agent's accumulated wealth is then given
by

T

S(QT) - I VI(PI)
1=1

and the principal's accumulated wealth is

The T-period problem thus takes the form

({pt(QSit(QT))E[V{I~=lql -S(QT)}]

subject to

pI(QI-1) E arg maxE[u{w+S(QT) - I:
1
VlUY (QI-1)]}]

pt(Qt-1)

and

Given a contract {P1(QI-l), s(Q1)}, we can define the value of the contract
for the agent to be
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and the continuation value at any date t to be

Vt(Qt-1)= max E[U{S(QT)- 2:T
_ljI[pt"(Qt"-1)]IQt-1}]

{pT(QT-l)} t"-t

Note that the continuation value excludes all the effort costs accumu
lated by the agent up to time t, 2::~~ 1JI[pt"(Qt"-1)]. The reason is, first, that
these costs are sunk by then and, second, that with CARA risk preferences
the sunk effort costs enter multiplicatively into the agent's objective func
tion, so that they can be factored out.

Given the contract {pt(Qt-l), s(QI)}, we can also define the agent's cer
tainty-equivalent wealth, Wt(Qt-1), in any period t by solving the equation

u(wt) = Vt(Qt-1)

Using the agent's certainty-equivalent wealth, we can rewrite the agent's
optimization problem given any history Qt-l in the following simple way:
We can take pt(Qt-1) to be the solution to the problem

max{pu[wt+1 (Qt-1; qH) -1JI(p)]+(1- p)U[Wt+1(Qt-1; qL) -1JI(p)]}
p

Note that this problem has exactly the same form as the ..single-period
problem considered earlier. Therefore, the solution to the agent's opti
mization problem depends only on the difference

Wt+1 (Qt-l; qH) -Wt+1(Qt-1; qL)

and not on the agent's certainty-equivalent wealth wtCQt-1). We can there
fore define a spot contract stCQt) to induce the action choice pt by the agent

St(Qt-1; qt) = Wt+1(Qt-1; qt)_wt(Qt-1)

such that the first-order condition holds:

-e-r[St (Qt-l;qH h/(pt)J +e-r[St (Qt-l;qL)_If/(pt)] +pt1JI/(pt)e -r[St (Qt-l;qH )-If/(pt)]

+(1_ p t)1JI'(pt)e-r[St(Qt-l;qL)-If/(pt)] =0

Aggregating over all periods, we can then write the agent's final wealth as

T

WT(QT) = S(QT) = 2: St(Qt)+wo
t=l
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where Wo denotes the agent's certainty-equivalent wealth at the time of
signing the contract.

Or, denoting by Ai (and, respectively, Air) the number of realizations q1
(respectively, q2) up to period t, we can rewrite S(QT) as follows:

T

S(QT) =I, [St(Qt-1;qH )(Ak -A.fi)+st(Qt-1;qd(Ai-At1)]+wo
t=l

Thus the principal's problem reduces to choosing {pt, St} and Wo to
maximize

subject to equation (10.7) and

u(wo):2:u(w)

Given that the long-term contracting problem is stationary, one might
expect that the optimal strategy for the principal is also stationary. That is,
the principal chooses

pt (Qt-1 ) =p*

and, therefore,

St(Qt-1; qL) =sf and St(Qt-1; qH) =sll

for (st, s1l) such that

-e-r[sH-qt(P*)] +e-r[SL-qt(P*>] +p* lfI'(p*)e-r[SH-qt(P*>] +(1- P*)lfI'(p*)e-r[SL-qt(P*)] =0

This is indeed the case and can be seen from the following induction argu
ment: When T = 1, the principal's optimal strategy is obviously p* and (sf,
si). Suppose now that the principal's strategy is stationary for the repeated
problem with T = "L", and let Vt denote the value for the T-problem when
Wo =o. Then, by the exponential form of V, the principal's payoff for the
problem with T = "L" + 1 is given by



447 Repeated B~ateral Contracting

The first inequality follows from the assumed optimality of the station
ary strategy p* and (sl, sf}) for the repeated problem with T = 'l". Since VI
enters as a constant in the remaining one-period problem, it does not affect
the solution to this problem, which is again p* and (sl, sfi). Thus the solu
tion to the principal's T-period problem is stationary.

We can therefore write

T

S(QT) = ~)sJ ·Ak +st ·AI]+wo
1=1

In other words, the solution to the optimal long-term contracting problem
is linear in aggregate final output.

The T-period problem considered by Holmstrom and Milgrom is special
in a number of respects. The most important restriction is that both princi
pal and agent are assumed to have CARA risk preferences. We have also
assumed that output follows a binomial process, but their aggregation and
linearity result extends to the multinomial case where ql E {qh q2, ... ,qn}'

The logic behind their result is thus the following: When both principal
and agent have CARA risk preferences (as well as time-independent utility
functions and cost of effort) the T-period problem is stationa~y, so that all
dynamics have been removed from the problem. With CAM risk prefer
ences it is possible to break up the dynamic optimization problem into a
succession_of identical static problems. Next, if output is binomial, the static
contract is linear by construction. Finally, given the time-independent
nature of the T-period problem, it is possible to dispense with disaggregate
information on the output path and to write the contract as a linear func':'
tion of aggregate output only.

While conceding that the optimality of linear contracts is obtained under
strong assumptions, Holmstrom and Milgrom have argued that it provides
a justification for concentrating on linear contracts in the "normal-noise,
CARA-preference" case. As seen in Chapters 4, 6, and 8, this case has
proved very attractive in applications.

10.2.4 Infinitely Repeated Actions, Output, and Consumption

The previous example with repeated actions and output provides one illus
tration of how optimal incentive contracts in repeated-moral-hazard prob
lems can take a simple form: with (binomial) i.i.d. increments in output and
CARA risk preferences, the optimal incentive contract was shown to be
linear (or affine) in final accumulated output.
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In this subsection, we provide another illustration of the optimality of
simple contracts in a repeated-moral-hazard problem. We illustrate how a
simple no-insurance contract, where the agent is made a residual claimant,
may be approximately optimal in a general infinitely repeated principal
agent relationship with little discounting.

Suppose that for any given action chosen by the agent the distribution of
output qe has a compact support, and let '1(a) denote the lowest possible
output out<:iome under any given action choice a. Also denote by a* the
first-best action, by q* = E[qla*] the mean output when the agent chooses
the first-best action, by '1 the lower bound under the first-best action, and
by We the agent's accumulated wealth up to period t.

Suppose that the principal can perfectly monitor the agent's borrow
ing/saving decisions and that, for simplicity, he does not allow the agent to
borrow. However, the agent is allowed to save as she pleases otherwise.

Consider the cutoff for the discount factor 8 < 1. Then, for any b> 8, a
feasible strategy for the agent is to choose the first-best action a* in every
period and to consume

c =q* -8b +(1- b)we if We ~ q*i '1

where 8 E (0, q* - '1) and

. q*-q
c = '1+(l-b)We if We < 8-

Thus, as long as the agent's accumulated wealth remains above a given
threshold, We ~ (q* - '1)/8, she consumes approximately her mean output
plus the interest earned on her accumulated wealth (1 - b)we, when 8 is
close to 0.

Let he = (wo, Wh .•. , We) denote the sample path of the agent's accumu
lated wealth under this action choice and consumption plan. Then the
agent's conditional expected wealth in period t + 1 (under this first-best
action choice and consumption plan) is given by

q*-q
we~ "8-

q*-q
We <--=-=

b

';.
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Thus,since

{Wt } is a submartingale with drift bounded away from zero. In other words,
the agent's accumulated wealth grows on average over time.

Moreover, the increments in wealth are uniformly bounded for 8 > '8
(since the distribution for qt has compact support). Therefore, there is a
finite time horizon T(e:) for e: E (0,1) such that

{
q*-q }

Pr W t ~ "8 - for all t~ T(e:) ~ 1-e:

In other words, the probability that the agent will be able to consume her
mean output plus the interest in every period after time T(e:) is greater than
or equal to 1 - e:. Therefore, the agent's flow payoff under this plan is at
least

(1 ~e:)8T(e)[u(q* -88) -lfI(a*)]+[1- (1- e:)8T(e)][u(q) -lfI(a*)]

Hence, as e: --+ °and 8 --+ 1, the agent's flow payoff tends t9- the first-best
payoff u(q*) - lJICa*) when 8 is close to zero. .'

In other words, the contract where the agent is made residual claimant
is approximately first-best efficient when there is little discounting.

Note that we have not referred to the agent's individual-rationality con
straint in this argument. It should be clear that the preceding argument can
be adapted to allow for an adequate flow lump-sum transfer from the agent
to the principal to satisfy the agent's (IR) constraint.

The simple contract where the agent is made residual claimant is not the
only contract that is approximately efficient. Another approximately effi
cient contract is one resembling an efficiency-wage contract. Under this
contract the agent is paid a fixed wage s per period above her reservation
flow utility as long as accumulated performance Qt = Qt-l + qt - s remains
above a given threshold Q. Should Qt fall below this threshold, the agent .'
is fired and replaced by another agent. Using alimit argument similar to
the preceding one, it can be shown that when there is little discounting, this
contract is approximately first-best efficient (see Radner, 1986a).
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10.3 Moral Hazard and Renegotiation

In the previous sections, dynamic considerations arose because of repeated
effort and output realizations. As this section indicates, dynamic issues
can arise even in the case of a single effort choice and output realization.
Indeed, when there is a substantial lag between the time when the agent's
costly actio,n is sunk and the time when output is realized, there is scope
for renegotiation of the initial incentive contract. Once the action is sunk,
there is no need to expose the agent to further risk. An opportunity then
arises to improve risk sharing. In particular, if the principal is risk neutral
and the agent is risk averse, it is optimal to fully insure the agent once her
action (or investment) is sunk. Of course, if the agent anticipates renegoti
ation after her action has been chosen, her incentives may be altered. Two
cases can be distinguished:

• If the effort choice is not observed by the principal, the anticipation of
renegotiation is problematic: the incentives of the agent may be reduced or
even eliminated.

• If instead the effort choice is observed by the principal (although still non
contractable), dynamic contracting can tackle sequentially the two prob
lems of inducing proper effort (through initial contracting) and providing
optimal insurance (at the renegotiation stage).

We cover these two cases in tum in the next two subsections.

10.3.1 Renegotiation When Effort Is Not Observed by the Principal

When the effort choice is not observed by the principal, the anticipation
of renegotiation may eliminate all incentives for the agent. To prevent
this result, the outcome of full insurance once the action is sunk must
somehow be avoided. Avoiding this outcome is possible only if the princi
pal remains unsure about which action the agent chose. Indeed, if the
principal knows for sure what the agent chose to do, he can determine
exactly the expected value of the underlying investment and insure the
agent at actuarially fair terms. However, if the agent is randomizing her
choice over several actions, the principal is put in a position of aJ? asym
metrically informed insurer in the renegotiation phase. As we learned
from Chapter 2, the optimal insurance contract in this case does not allow
for full coverage in general, so that the agent may remain exposed to some
risk.
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In this subsection we shall consider this basic dynamic contracting
problem under the assumption that the principal (who remains uninformed
about the agent's choice of action) makes a take-it-or-Ieave-it offer of a
menu of contracts to the agent. This case has been analyzed by Fudenberg
and Tirole (1990) and Ma (1991). Under an alternative assumption, con
sidered by Ma (1994) and Matthews (1995), it is the agent who makes a new
contract offer, the form of which may convey information about her action
choice. We discuss this case at the end of this subsection, and we stress that
the problems discussed when the uninformed party makes the offer can be
eliminated under an informed-party offer.

We focus here on the analysis of Fudenberg and Tirole (1990). The sim
plest possible setup in which their problem can be formally analyzed is the
two-outcomes model considered in Chapter 4. In this problem, output is
high, qH, with probability pea) and low, qL, with probability [1 - pea)].
Suppose, in addition, that the agent's action set contains only two elements
a E A ={O, 1}, and let PI =p(l) and Po =p(O), with PI> Po. Also, let the cost
of effort ljI(l) = lfI> 0 and ljI(O) =O.

The dynamic contracting game between the principal and agent unfolds
as follows: The principal begins by offering an initial (menu of) contract(s)
Co to the agent. The latter accepts or rejects (one of) the contract(s) (in the
menu). If the agent decides to reject the contract, the game ends and the
agent gets her reservation utility u= O. If she accepts, she selects action
a =1 with"probability x and action a =0, with probability (1- x).

Once the action is sunk and before the outcome is realized, the principal
is allowed to make a new offer of a menu of contracts {[wL(l), WH(1)];
[WL(O), WH(O)]}, which consists of two pairs of output-contingent wages,
being more attractive after a choice of a =1 and a choice of a =0 respec
tively. The agent can select either of the two contracts on the menu or reject
both. If she rejects the new offer, the old contract is enforced, and if she
accepts, the new contract is enforced. Finally, output is realized and wage
payments are made.

Note that by the revelation principle, we can restrict attention to an
incentive-compatible menu of contracts {[wL(l), WH(1)]; [WL(O), WH(O)]} in "
the renegotiation phase.

As in the case of dynamic contracting under adverse selection, we can
restrict attention at the initial contracting stage to "renegotiation-proof"
contracts. Formally, an initial contract Co = {[wL(1), WH(1)]; [WL(O), WH(O)]}
is renegotiation-proof for the mixed action choice x if it solves the princi
pal's compensation-cost minimization problem
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subject to the incentive constraints

plu[wH(l)]+(l-Pl)U[WL(l)] ~ PIU[WH(O)] +(1-Pl)U[WL(O)]

pou[wH(O)]+(l- PO)U[WL(O)] ~ pou[wH(l)]+(l- po)u[wL(l)]

and the participation constraints

plu[wH(l)]+(l-Pl)U[WL(l)] ~PIU[WH(l)] +(1-Pl)U[WL(l)]

pou[wH(O)]+(l- PO)U[WL(O)] ~ POU[WH(O)] +(1-PO)U[WL(O)]

Two important observations must be made about this problem: First, note
that the agent's cost of effort does not appear in the problem. It is because
the agent's action is sunk at the renegotiation stage. Second, both types'
individual-rationality constraints may be binding here.

To see why the principal can restrict attention to "renegotiation
proof' contracts, imagine that the principal offered a contract Co that was
not renegotiation-proof. This contract would then be replaced by a new
contract C, which solves the preceding compensation-cost minimization
problem.

The new contract C provides at least the same payoff to the agent as the
old contract, Co, but it strictly improves the principal's payoff. Moreover,
since the agent anticipates renegotiation, her action choice x remains the
same whether she is offered Co, which gets renegotiated into C, or whether
she is offered C directly. Hence there is no loss in restricting attention to
"renegotiation-proof' contracts.

Just as in a standard adverse selection problem the principal's choice of
an optimal menu of contracts to solve the compensation-cost-minimization
problem, given some anticipated action choice x by the agent, boils down
to a problem of extracting the informational rent of "type a = O"-who
always wants to pretend to be "type a =1," other things equal-by distort
ing the efficient allocation of type a =1. Hence we would expect the optimal
menu of contracts to be such that type a =0 gets full insurance (no distor
tion at the top) but type a =1 gets less than full insurance. In other words,
only contracts that offer full insurance to type a = 0 are renegotiation-proof,
so that we must have WL(O) = WH(O) = w*. As long as an action x > 0 is
optimal, we must also have wL(l) < wH(l). Finally, and not surprisingly given
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Type 8= a
indifference ')
curve /

Figure 10.1
Menu of Renegotiation-Proof Contracts

Type 8 =1
indifference curve

what we learned in Chapter 2, the interim incentive-compatibility constraint
for type a = 0 must be binding, so that

(lIC)

It is instructive to represent the menu of renegotiation-proof contracts
in a diagram, as seen in Figure 10.1. The indifference curve for type a = 1
is steeper than the curve for type a = 0 because PI > Po, so that type a = 0
values insurance more than type a =1.

If the interim incentive constraint were not binding, as at outcome C, the
principal could offer more insurance to type a = 1 without violating incen
tive compatibility.

The menu of contracts such that type a = 0 is fully insured and such that
wL(l) ~ wH(l), with u(w*) =Pou[wH(l)] + (1 - Po)u[wL(l)], is not necessar
ily renegotiation-proof. It is renegotiation-proof only if the agent's action .
choice, x, is not too high. To see this point, consider again the diagram
depicting the menu of renegotiation-proof contracts and consider the devi
ation shown in Figure 10.2.
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w
L
(1) .

w* W* + 0 wH(1)

Figure 10.2
Profitable Deviation for Small x

Suppose that the principal offers to raise w* to w* + 8. This change
increases the wage bill by (1 - x)8 but allows the principal to offer more
insurance to type a =1.

Let 8WH < 0 and 8WL > 0 denote the change in type a =l's compensation
scheme that keeps her indifferent: '

P18wHU'(WH )+(1-PO)8WLU'(wd =0

The expected gain in the wage bill of type a =1 resulting from better insur
ance is then

Hence for the contract to be renegotiation-proof we must have

so that x cannot be too high.
Having established that the principal can restrict attention to

renegotiation-proof contracts, we now turn to the derivation of the optimal
ex ante renegotiation-proof contract. We shall take it that the principal
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wants to induce a choice 1 > x > 0, in which case the agent's ex ante incen
tive constraint is given by

(AlC)

Anticipating no renegotiation, the agent is indifferent between actions
a = 1 and a = 0, and is then happy to choose the prescribed x. If the prin
cipal expects the agent to choose the prescribed x, he will not renegotiate
the ex ante contract, so that the agent cannot gain by deviating from the
prescribed action in order to induce renegotiation.

The two constraints (AIC) and (IIC) uniquely tie down wH(1) and wL(1)
as a function of u(w*). Similarly, for any w*, the principal wants to induce
the highest possible choice of x compatible with renegotiation, x(w*), given
by

x(W*)[PIWH(W*)+(1- Pl)WL(W*)] =1-x(w*)

Hence the principal's ex ante problem reduces to

maxx(W*){Pl[qH - WH (w*)] +(1-Pl)[qL - WL (w*)])
w*

+ [1-x(w*)][PoqH +(1-PO)qL -w*]

To determine the optimal choice of w*, we thus need to investigate how
x(w*) varies with w*. Fudenberg andTirole (1990) establish that the sign
of dx/dw* may be positive if the agent's risk preferences exhibit decreasing
absolute risk aversion. But if the agent has constant or increasing absolute
risk aversion, then dx/dw* is negative. The intuition for this result is that,
by increasing the agent's wealth w*, the principal may be able to reduce
the agent's demand for insurance sufficiently so that he gains from it.

This analysis of moral hazard with renegotiation (through uninformed
party offers), while somewhat abstract, may provide some insights into
some contractual clauses of executive compensation contracts. For example,
an executive who has made important long-run investments or strategic
decisions should be offered the option of scaling up or down her risk expo
sure. Similarly, an executive's compensation after retirement may be sub
stantially less sensitive to the firm's performance (even if this performance
conveys important information about the executive's actions), if the CEO
prefers this option. In practice, CEOs have a lot of discretion in structuring
their incentive packages. Also, they have the option of forfeiting their stock
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options when they retire. This is consistent with the theory of moral hazard
with renegotiation.

Let us end. this subsection with a brief discussion of the case where the
informed party, that is, the agent, makes a take-it-or-leave-it renegotiation
offer to the principal after effort has been chosen. This case, analyzed by
Ma (1994) and Matthews (1995), differs from the one we have just discussed
in that the renegotiation offer can act as a signal about the effort chosen
by the agent. Instead, in the case where the principal makes an offer, his
belief about effort is obviously independent of his offer. In the agent-offer
case, low effort followed by full insurance for the agent can be avoided if
the principal's belief about effort becomes more "optimistic" when the
agent makes a renegotiation offer that is riskier for her. While this game
has a multiplicity of perfect Bayesian equilibria, as is typical in signaling
games, Ma and Matthews both show that the second-best outcome, that is,
the outcome of the moral-hazard model when renegotiation is impossible,
can be sustained as a unique equilibrium under appropriate refinements.
Specifically, Ma assumes that, if an effort is optimal for the agent both for
the initial contract proposed by the principal and for the renegotiated con
tract offered by the agent, then this is the effort the principal believes the
agent has taken. And, in a similar vein, Matthews also rules out beliefs about
effort where the agent would have played some types of dominated
strategies?

The lessons one can draw from these results are as follows: (1) the idea
analyzed by Fudenberg and Tirole (1990) and Ma (1991)-that the anti
cipation of efficient risk sharing once effort has been chosen reduces effort
incentives-is quite intuitive; (2) its impact on equilibrium effort and insur
ance depends, however, on the details of the renegotiation game; and (3)
under some assumptions, this impact can be completely eliminated, but this
requires strong assumptions.

10.3.2 RenegQtiation When Effort Is Observed by the Principal

When, after effort is chosen by the (risk-averse) agent, the effort is observed
by the (risk-neutral) principal before the uncertainty about output is realized,
Hermalin and Katz (1991) show that the optimal contract can achieve the

2. This approach amounts, in game-theoretic parlance, to a relatively weak form of forward
induction, which allows selecting the best subgame equilibrium for the agent.
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first best: the initial contract can make the agent residual claimant, thereby
inducing first-best effort, then renegotiation can offer full insurance to the
agent. Full insurance here does not destroy incentives to exert effort, in con
trast with either the model without renegotiation or the model with rene
gotiation but unobserved effort by the principal. Indeed, here, the principal
offers the agent a fixed wage that depends on her level of effort, since he
has observed it. The initial contract thus determines a reservation utility for
the agent that depends positively on her effort level.

Dewatripont, Legros, and Matthews (2003) add to this problem the
monotonicity and limited-liability conditions of Innes,3 detailed in Chapter
4. Innes showed that these conditions led to the optimality of debt contracts
in a principal-agent model with bilateral risk neutrality, because debt was
the effort-maximizing contract. Such a contract, however, is not very good
in terms of insurance for the agent in the case where she is risk averse. In
a Hermalin and Katz setup, however, this problem disappears thanks to
renegotiation, even though the optimal contract cannot be achieved when
the Innes constraints are introduced.

To provide intuition for this result, let us focus on an example with three
output or revenue outcomes:

O=qL <qM <qH

Denoting by ri the repayments to the investor/principal given outcome qi,
the agent/entrepreneur's limited liability constraint requires that rL = 0,
while mQnotonicity of the investor's payoff requires4

In this case, a debt contract is defined by

or

3. Before them, Matthews (2001) performed the same exercise for the case where effort is not
observable by the principal (see the discussion below).

4. Remember that, among the four constraints, it is the limited liability of the entrepre
neur/agent and the monotonicity of the payoff of the principal/investor that matter in the case
considered by Innes. The same is true in this case.
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We now establish the optimality of a debt contract in the following
example, where the entrepreneur's utility function is given by

2-!W; -a

The agent's utility is thus the square root of the entrepreneur's monetary
payoff, Wi =qi - ri, minus the effort cost, which is assumed to be linear in
effort. Concerning the productivity of effort, we make for simplicity the fol
lowing assumptions on the probability PiCa) of qi (on top of MLRP; see
Chapter 4):

PM(a»O and PM(a)<O

and

PH(a»O and PH(a)<O

10.3.2.1 First-Best Contracts

The first-best contract involves a constant monetary payoff W for the entre
preneur and is the solution to

max2..J; -a
w,a

subject to

LPi(a)(qi -w)~1
i

where I is the investment cost that the investor has to provide. Substituting
the constraint (which is binding at the optimum) into the maximand yields

maax2~2;Pi(a)qi -1-a
I

This is a concave problem (remember that qL =0), whose first-order con
dition is

Since

LPi(a)qi -I =W
i
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this can also be rewritten as

w ~ [ ~p;(a)q,J
Calling a* the first-best effort level, we thus see that the entrepreneur's
payoff is increasing in effort up until effort level a*.

10.3.2.2 Second-Best Contracts

The second-best contract sets the r/s ex ante. Given the effor-t choice of the
agent, this determines the expected payoff of the investor. Assuming a take
it-or-Ieave-it offer by the entrepreneur after effort choice, this investor's
expected payoff remains the same, but the' entrepreneur asks for a constant
monetary payoff at that stage. This payoff w is determined by

LPi(a)qi -w =LPi(a)ri
i i

while the second-best contract is the solution of

max2-v1W' -a
li,a

subject to

LPi(a)1i ~ I, with rL = 0 ~ rM ~ rH

and thus

w= LPi(a)(qi -Ii)
i

What the entrepreneur offers initially is thus {rL' rM, rH}, so that her problem
after the investor has accepted the offer is

~~X2~~Pi(a)(qi -li)-a

This is once again a concave problem (remember that qL = rL = 0) whose
first-order condition is

(10.8)
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Since LjPi(a)(qi -li)=W, this can also be rewritten as

Just like the first-best contract, the second-best contract allows the investor
to recoup the initial investment I but implies a different pair (w, a). Specif
ically, since q~ = rL =0 and moreover p~(a) > 0, PM(a) < 0, PlICa) > 0, and
PH(a) < 0, the second-best cOIitract must imply a lower constant wage wand
a lower effort level than in the first-best contract. Indeed, in equilibrium,
we have LiPJa)li =I, which means that, for a =a*, the denominator of the
LHS of equation (10.8) would be the same as in the first-best contract.
Instead, its numerator is smaller [since PM(a) > 0 and PlICa) > 0, and since
qM> rM and qH > rH]. A reduction of effort below level a* restores equal
ity, since the denominator is increasing in effort while the numerator is
decreasing in effort [givenpM(a) < 0 and PH(a) < 0].

The second-best contract thus suffers from insufficient effort. The best
contract is consequently the one that maximizes effort. This is the debt con
tract, as can be shown by contradiction. Indeed, assume it is not the case;
that is, assume the optimal contract implies rH> rM and rM < qM. Call its asso
ciated effort level a. Then consider the following change in the contract:

PH(a)
drM =--(A)drH >0

PM a

Such a change will leave the payoff of the investor unchanged at unchanged
effort a. Moreover, given the initial contract, this change can be made
without violating either the monotonicity or limited-liability constraint.
Finally, givenML~ this change will lead to a (Pareto-improving) increase
in effort: at effort level a, the denominator of equation (10.8) is unchanged,
while the change in the numerator is

, (A) PH(a) d ' (A)d d [PH (G:) p~(G:)J (A)PM a -(A) rH -PH a rH =- rH -(A) --(A) PH a >0
PM a PH a PM a

At effort level a, the incentive to invest is thus higher than 1, so that equa
tion (10.8) can be restored only by an increase in equilibrium effort. This
proves that any nondebt contract can be improved upon.

The intuition of the result is clear: just as in Innes (1990), a debt contract
maximizes incentives to exert effort subject to the limited-liability and
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monotonicity constraints. And just as in Herm&lin and Katz (1991),. rene
gotiation after both parties have observed the effort choice but before the
realization of output allows one to combine maximum effort incentives and
optimal insurance. The difference with Hermalin and Katz is that the first
best is here unattainable. Dewatripont, Legros, and Matthews (2003) show
that message-contingent contracts cannot improve upon simple debt con
tracts given the constraint imposed by renegotiation-proofness, at least
when one restricts attention to pure-strategy implementation.

The preceding result has an obvious parallel with the earlier result of
Matthews (2001), which shows that limited liability plus monotonicity
implies the optimality of an initial debt contract in the same model but
without observability of the effort choice by the principal. Matthews (2001)
in fact adds the Innes (1990) constraints to the informed-party-offer model
of Matthews (1995). The result here is simpler, since renegotiation takes
place under symmetric information, so that no refinement of perfect
Bayesian equilibrium is needed.

Furthermore, the results of Dewatripont, Legros, and Matthews (2003)
and Matthews (2001) provide a simple theory of the dynamics of the capital
structure of firms: this theory fits, for example, very well the case of an entre
preneur who first obtains debt finance from a bank and then goes public,
that is, moves to equity finance. Such a pattern is well documented (see, for
example, Diamond, 1991b). Here, it results from the fact that the effort of
the entrepreneur is especially crucial in the initial stage of the business.
Note also that, here, the entrepreneur has a constant wage, and therefore
no equity stake ex post, because she is the only risk-averse party. If both
parties were risk averse, we would have coinsurance after renegotiation,
which could be reinterpreted as giving the entrepreneur some equity in the
firm.

10.4 Bilateral Relational Contracts

So far in this chapter we have restricted attention to court-enforceable con- .
tracts. These are the only enforceable contracts when the relation between
the contracting parties is finite. But when the principal and agent are
engaged in a repeated, open-ended relationship, they may be able to extend
any formal court-enforced contract with informal self-enforced provisions.
Informal agreements are self-enforcing when some credible future
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punishment threat in the event of noncompliance induces each party to
stick to the agreed terms. A classic example of an informal self-enforced
provision in employment contracts is a promise of a bonus payment or a
promotion as a reward for good performance. Most employment relations
have such informal promises. Even though employers have full discretion
in whether to make the promised bonus payment, they generally tend to
honor their prpmises. One reason why they do not renege on their promise
is that they febar that disgruntled employees may leave or shirk. Another
example is dividend payments by corporations. These are entirely discre
tionary payments, but corporations are reluctant to renege on their prom
ises out of fear that the stock price will drop substantially following the
announcement of the dividend cut. In Chapter 3 we saw that initiation of
dividend payments may be a way of signaling expected high future earn
ings. We pointed out that one weakness of the signaling theory is that it
assumes that firms will not renege on their promise. Thus one way of
explaining why they would stick to their promised payments is to see divi
dend payments as self-enforcing provisions in a relational contract.

The early literature on relational contracts confines attention to con
tracting situations with symmetric information (see, for example, Klein and
Leffler, 1981; Shapiro and Stiglitz, 1984; Bull, 1987). The most complete
analysis of relational contracts under symmetric information is given by
MacLeod and Malcomson (1989).

In this section we provide an analys~s of optimal relational contracts
under hidden actions and information in a bilateral contracting problem.
For simplicity and for expositional reasons we shall restrict attention to sit
uations where both principal and agent are risk neutral. We shall also
assume that the performance measure on which the relational contract is
conditioned is observable by both parties even if it is not verifiable by a
court. This section is based on the treatments of MacLeod and Malcomson
(1989) and Levin (2003).

We shall consider a sequence of spot contracts between an infinitely lived
risk-neutral principal and agent. Both have the same discount factor 8 < 1.
In each period t the principal's and agent's reservation utilities are, respec
tively, if and ii. If they engage in a spot contract, the agent privately chooses
an action a E A. This action results in n possible output realizations at the
end of period t, which we rank in order of increasing output: ql < q2 < ... <
qn' The probability distribution of output qf in period t is given by plat),
where at denotes the agent's action choice in period t and i = 1, ... , n. As
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usual, we assume that piCa) > °for all a E A and that the likelihood ratio
p:(a)/pi(a) is increasing in output qi (that is, MLRP holds; see Chapter 4).
Following the output realization, the principal makes a payment Wt to the
agent.This payment may comprise an explicit contractually agreed payment
W t and a discretionary bonus ht• Following the payment, the principal's end
of-period flow payoff is

qf -lift

and the agent's payoff is

lift -1jI(at , 8t )

where 8t denotes a privately observed cost parameter. For simplicity again,
we shall assume that 8t takes two values, 8t E [8L , 8H ] with 8L S 8H. We shall
also assume that 8t is an i.i.d. variable with f3 =Pre8t = 8H). As before, we
assume that If/(.) is strictly increasing and convex in a. We also assume that
If/(O, 8) = °and that 1jIe ~°and lJIae> 0.

In a first-best situation the agent would choose a E A to maximize

n

2.Pi (a)qi -1jI(a, 8)
i=l

Suppose that there is a uniquely defined first-best action aFB(8). To ensure
that we have an interesting problem, we shall, of course, assume that

n

2.Pi (aFB)qi _1jI(aFB , 8) > s == V + U
i=l

It is also convenient to make the additional mild assumption that

n

2.Pi (O)qi -1jI(0, 8) S S
i=l

We are now in a position to define the relational contracting problem. A
relational contract is a perfect Bayesian equilibrium of an infinite-horizon'
game, where the players' moves in each stage game (or each period) are
the following:

• A participation decision and an action choice (subject to participation)
for the agent at
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• A participation decision and an output-contingent bonus payment deci
sion (subject to participation and following the output realization) for the
principal bt(qD

Let (Ja and(JP denote a strategy for the agent and principal, respectively,
over the infinite-horizon game. A strategy specifies the agent's and princi
pal's move at any time t as a function of observed history of play and output
realizations.;,More precisely, the principal and agent condition their respec
tive moves at date t on the history of output realizations and past transfers.
In other words, they condition their moves on the same observed past
history. The agent does not condition her move on her past actions when
her action choice is not observable to the principal, as action costs incurred
in the past are sunk and past actions do not affect the principal's continu
ation play in any way.

The players' flow payoffs are determined partly by a court-enforced
payment plan S'w-which specifies a payment from the principal to the agent
at each date t as a function of verifiable history of play and output realiza
tions-and by a self-enforced discretionary payment plan S'b-which spec
ifies a bonus payment at each date t as a function of observable history of
play and output realizations. For simplicity we shall assume that output real
izations are observable but not verifiable, and that past payments are
observable and verifiable.

A perfect Bayesian equilibrium of the infinite-horizon game is such that
the players' moves following any history are best responses.

The (normalized) payoff at any point in time t under a relational contract
(J, 0 =(Ja, (JP, S'w, S'b) is then given by

~ =(1-8)Etl(0",~)L.8t-l[A(q-r- W-r)+(1-A)V]
-r=t

for the principal, and

Ut =(1- 8)Etl(0",~)L.8t-1{A[1¥r -1f/(a-r, 9-r)]+(1- A)u}
-r=t

for the agent, where A is an indicator variable taking value one if both
parties decide to participate, and zero if one of the parties opts out.
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Since opting out of the relationship is one of the moves available to each
party at any time, any relational contract must· give each party a payoff
greater than or equal to his or her outside option:

~~V and Ut~U

Also, if a relational contract generates a total surplus St > S, then it is pos
sible to enforce any division (ut, St - ut) of the surplus such that Ut ~ U and
(St - ut) ~ V as a relational contract by specifying a suitable fixed transfer
W t between principal and agent. Indeed, the fixed transfer affects only each
party's participation decision and not any other moves. As long as Ut ~ U
and (St - ut) ~ V, participation is clearly preferable, so that (ut, St - ut) is
clearly also a relational contract. Hence, a relational contract (a, s) at date
t =0 is optimal if it maximizes the joint surplus so. Another implication of
the result that it is possible to enforce any division (Uc, St - ut), such that
Ut~ uand (St - ut) ~ V, as a relational contract is that one can restrict atten
tion to stationary contracts without loss of generality to characterize the
joint payoff under an optimal relational contract.

DEFINITION A relational contract (a*, s*) is stationary if in every period
on the equilibrium path at =a(8t), bt = b(qD, and W t= w.

We leave the proof of the above observation as an exercise. The argu
ment involves showing that one can average out nonstationary transfers and
actions to -obtain a stationary contract with the same payoff.

Dynamic programming can be used to obtain a simple characterization
of an optimal stationary relational contract. Let u* and s* - u* denote the
agent's and principal's payoff under the stationary contract (a*, S*), let w*
and b*(qi) denote the court-enforced transfer and discretionary bonus
under the stationary contract (a*, S*), and let a*(8) denote the agent's
action choice; then the joint value of the contracting relation s* is given by

s* = ~~tC1-8)E/J,q[q -ljf[a(8),8]1 a(8)] + 8E/J,q [s*1 a*(8)]

subject to

a*(8) E arg~~{Eq[w*+b*Cqi)+ 1~8 u*la]-ljfCa, 8)}

C) 8 8 -
b* qi +--U*~--U

1-8 1-8

(IC)

(PCA)
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and

00
-b* (qJ +-.-(s* -u*) ~ --V

1-0 1-0
(PCP)

The first constraint ensures that the agent has the correct incentive to
stick to the prescribed action plan a*(0). The second constraint ensures con
tinued participation of the agent. Implicit in the constraint is the assump
tion that when the agent quits, she quits forever. There is no loss of
generality in making this assumption. In fact the threat of a permanent quit
is the strongest possible threat for the agent and is the one that allows for
the largest possible set of self-enforcing contracts. The third constraint
ensures continued payment of the discretionary bonus by the principal. If
the principal were to withhold the bonus payment b*(qi) in any period, he
would receive only the flow payoff oV/(1- 0) in the future, as the agent
would quit forever following such a move. If the principal complies, the
agent does not quit and he gets the flow payoff o(s*-u*)/(l-o) in the
future. The third constraint thus ensures' that complying with the bonus
payment results in a weakly higher payoff for the principal.

Several questions immediately arise concerning this contract. First, is it
clear that the agent's strategy of participating and supplying action a*(0)
in period t as long as the history of output and payments has been ([qt-\ w*
+ b*(qt-l)]} in every period and otherwise quitting forever, and the princi
pal's strategy of participating and paying w* + b*(qD as long as the history
of output and payments has been {[qt~\ w* + b*(qt-l)]} in every period and
otherwise quitting forever, are mutually best responses following any
history? If the principal decides to quit forever following a deviation from
the history of outputs and payments {[qt-\ w* + b*(qt-l)]}, then obviously
a best response for the agent is also not to participate, and vice versa.
Therefore, if conditions (IC), (PCA), and (PCP) are satisfied, the contract
((J*, s*) does indeed support a perfect Bayesian equilibrium.

Second, following a deviation by one party, is there not scope for rene
gotiation? It turns out that (stationary) relational contracts such that u* >
uand (s* - u*) > V can easily be made renegotiation-proof. The reason is
again related to the possibility of enforcing any division (ut, s* - ut), such
that Ut ~ uand (s* - ut) ~ V, as a relational contract. If renegotiation pre
cludes enforcement of inefficient punishments such that S7; < s* following a
deviation in period t < 'r, a relational contract can still be enforced with
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jointly efficient punishments by changing the division of the surplus s* fol
lowing a deviation. Thus the following contract can be specified: the prin
cipal promises payments w* and b*(qi) unless one party deviates. If the
agent deviates, switch to a continuation contract with payments w+ b(qi)
such that u= 11 (and V=s* - u) following the deviation, and if the princi
pal deviates, switch to a continuation contract with payments wand b(qi)
such that V = V. If further deviations occur, treat them similarly. This
expanded relational contract is obviously renegotiation-proof because it
lies on the constrained Pareto frontier. It should also be clear that, since
continuation payoffs are the same for the deviating party as when contin
uatiOIi involves nonparticipation, this expanded contract can enforce the
same optimal joint payoff s*.

Third, is it clear that an optimal stationary contract «(j"*, s*) actually
exists? When 8 and q take on a finite number of values, as we have assumed
here, existence can be established using similar arguments as used for static
adverse-selection and moral-hazard problems (see Levin, 2003, for a proof
of existence).

Interestingly, discretionary payments b*(qi) may be positive or negative
depending on how the net surplus from the relational contract (s* - s) is
divided between the principal and agent. If the agent gets a small share of
the net surplus, then discretionary payments b*(qi) must be positive. Indeed,
only large positive discretionary payments, which may be necessary to give
the agent-adequate incentives to supply effort [or costly actions a(8)], can
satisfy the agent's participation constraint (PCA) when (u* - 11) tends to
zero. In this case the relational contract can be interpreted as a "perform
ance pay" contract. At the other extreme, when the principal gets a small
share of the net surplus, discretionary payments b*(qi) must be negative. In
this case the relational contract resembles an "efficiency-wage" contract.

The main difference between a relational contract and the fully enforce
able contracts we have seen in Chapters 2, 4, and 6 comes from the addi
tional self-enforcement constraints (PCA) and (PCP). Letting band Q
denote the highest and lowest discretionary bonus payments, respectively,
these two constraints can be combined into the following single self-
enforcement constraint.

- 8
(b -b)'5:-(s*-s)

- 1-8
(SEC)
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When this constraint is binding, relational contracts provide less high
powered incentives than fully enforceable contracts. We now illustrate how
this constraint can modify the form of the optimal contract in the two polar
opposite cases of pure moral hazard and pure adverse selection.

10.4.1 Moral Hazard

The case of pure moral hazard arises here when fh = 8H = 8. As we saw in
Chapter 4'ii:m optimal incentive contract under risk neutrality takes a very
simple form: when there is no gain to sharing output risk, it is optimal to
make the agent a residual claimant. More precisely, the optimal contract
specifies an output-contingent payment to the agent of

where w is a fixed payment such that

w = it - max{Eq [q\ a] -ljf(a, 8)}
aeA

This contract is not self-enforcing if

Whenever the self-enforcement constraint (SEC) is violated under the
residual claims contract, it is optimal to specify a relational contract such
that

b(qJ =b for qi "? qk

b(qi) =Q for qi < qk

for some ql ::; qk ::; qn' This result follows immediately from the MLRP
assumption. We leave it as an exercise for the reader to prove. A useful hint
here is the analogy that can be drawn between this relational contract under
pure moral hazard and risk neutrality and the fully enforceable moral
hazard problem under limited liability considered by Innes (1990). Thus
self-enforcing constraints act like limited-liability constraints.

10.4.2 Adverse Selection

The case of pure adverse selection arises when the agent's action choice at
is observable to the principal, but not the agent's cost type 8. As in Chapter
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2, we can apply the revelation principle to characterize the optimal sta
tionary relational contract. Observe also that the Spence-Mirrlees
condition

~(a[w -If/(a, e)]) < 0
ae aa
is satisfied under our assumptions about the agent's cost-of-effort function
If/ae > 0). Therefore, the optimal contract can be characterized as the solu
tion to the following program:

s* = max (1-8)Eeq [q -If/(a(e), e)1 a(e)]+8Eeq [s*1 a* (e)]
a(e),W(8) ' ,

subject to

b(eL) -If/[a(ed, eL] ~ b(eH) -If/[a(eH), eL]

b(eH)-If/[a(eH), eH] ~ u
and

Ib(eH)-b(eL)I:::;;~(s* - s)
I-v

As we showed in Chapter 2, the optimal contract under full court enforce
ment would have "no distortion at the top," which here means, on the one
hand, thaf the high-cost type provides an efficient level of effort. That is,
a(eH) satisfies

'tp;[a(eH)]qi = If/'[a(eH), eH]
i=l

On the other hand, the low-cost type underprovides effort. This is a distor
tion imposed by the principal to reduce the low-cost type's informational
rent.

Now, the basic "no distortion at the top" property does not hold gener
ally under an optimal relational contract, since the bonus schedule b(e) .
associated with the second-best contract under full enforceability may
violate the self-enforcement constraint (SEC). In that case, all cost types
underprovide inputs. In other words, the self-enforcement constraint puts
an overall limit on the total incentives that can be given to the agent.
Levin (2003) shows that when there are more than two cost types (say, a
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continuum), then not only does the optimal relational contract result in
underprovision of inputs for all cost types, but also "bunching" of cost
types (that is, equal input provision for different cost types; see Chapter 2)
is more likely.

10.4.3 Extensions·

In this section we have considered only pure relational contracts. But the
framework' can be extended to allow for both contractually explicit incen
tives and implicit incentives. Several articles take a stab in this direction.
Bernheim and Whinston (1998b) consider a model where the contracting
parties can write more or less complete incentive contracts supplemented
by implicit incentives. They show that it can be in the parties' interest to
rely less on formal incentives than they could in order to exploit implicit
incentives as much as possible. Similarly, Baker, Gibbons, and Murphy
(1994) and Pearce and Stachetti (1998) explore a model with risk-averse
agents combining both explicit and implicit incentives. Finally, MacLeod
(2003) extends the setup considered here and analyzes a relational con
tracting problem between a risk-averse agent and a risk-neutral principal,
where the performance measures of each party are subjective and imper-

. fectly correlated. Interestingly, he shows that in an optimal relational con
tract the agent's compensation does not depend on her own performance
evaluation, while her cooperation does. If according to her own evaluation
the agent feels that she is unfairly treated, then she stops cooperating.

10.5 Implicit Incentives and Career Concerns

In this section we consider relational contracts in multilateral settings and
analyze how the agent responds to both explicit contractual incentives and
implicit market-driven incentives. In most long-term contracting problems
with moral hazard in reality, agents' incentives are driven by a combination
of formal contractual rewards and career concerns. This observation is espe
cially true of executive compensation, as Gibbons and Murphy (1992) have
emphasized, but it is also true of most employment contracts. In contrast to
contractual incentives, market incentives are not easily controlled and can
often be excessively strong.

Holmstrom (1982a) provides the classic treatment of incentives driven
by career concerns. The simplest version of the model he considers is as
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follows: There are two periods, t = 1,2. The agent's output performance in
each period is given by

where 8 denotes the agent's unknown ability, at is the agent's unobservable
effort, and Ct is white noise (a normally distributed random variable with
mean zero and variance (jZ). A key departure from earlier models (and, as .
we shall see, a key simplification) is that the agent's ability is assumed to
be initially unknown to everybody, whether the agent or the principal. Only
the prior distribution over 8 is commonly known and shared by all con
tracting parties ex ante. Therefore, contracting at date 1 takes place under
symmetric information. Effort at is observed only by the agent, who incurs
the usual hidden effort cost ljI(at).

Holmstrom assumes that although output performance qt is observable
by everyone, no explicit contract contingent on the realization of qt can be
written. All the principal can do is pay the agent a fixed wage Wl in period
1 and Wz in period 2. With fixed wages it would seem that the agent has no
incentive to supply effort. However, although the agent has no explicit con
tractual incentives, she has market-driven incentives that operate through
changes in market wages in period 2 that follow from the observation of
first-period output.

Holmstrom takes the second-period market wage wz(q) to be set by com
petition among principals for the agent's services and to be equal to the
market's beliefs about the agent's expected productivity conditional on the
realization of first-period output: E(8Iql). Since high first-period output is
more likely for a high 8, the market updates prior beliefs about the agent's
ability upward whenever a high output is observed. This result gives the
agent incentives to supply effort in the first period, so as to raise her first
period output and thus her second-period wage.

If 8 is the discount factor between the two periods, the (risk-neutral)
agent maximizes

In a pure-strategy equilibrium, where the market anticipates that the
agent will put in effort a* in the first period, we thus have

wz(q) =q -a* =8+a-a*
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and so

lfI'(a*) =8

Notice, on the one hand, that when 8> 1 the agent puts in more effort than
is first-best optimal in the first period. The first-best-optimal effort level
indeed is given by lfI'(aFB

) =1. On the other hand, the agent puts in az =0
in the second period, as she does not gain anything from exerting herself at
that pointt In other words, the agent may respond to market incentives by
exerting herself too much early on, in an attempt to build a reputation for
high ability, but then rests on her laurels later on in her career. (Notice,
however, that the market is not fooled by the agent in equilibrium and cor
rectly anticipates and discounts her first-period effort choice a*.) Holmstrom
generalizes this model in a multiperiod setting and shows how, quite gen
erally, the agent's equilibrium effort provision is excessive early on and
insufficient in later stages of an agent's career.

Following these preliminary observations, we shall generalize the one
shot career-concerns model following Dewatripont, Jewitt, and Tirole
(1999a, 1999b), and we shall compare the career-concerns paradigm with
the explicit-incentives one.

We denote the agent's vector of actions or efforts by a = (ab' .. ,aN) E

IRN, which implies a cost "lfI(a). The market observes a vector of perform
ance variables q =(qb ... ,qM) E IRM,which lead to a reward w for the agent,
whose utility is then

w-lfI(a)

The reward w reflects the market's expectation of an unknown (scalar)
talent parameter e conditional on the observable q. Let f( e, qla) denote the
joint density of talent and performance variables given effort vector a. Let

!(ql a) =ffee, ql a)de

denote the marginal density of the performance variables. The agent's
reward for performance variables q and equilibrium actions a* (anticipated
by the market) is thus

w =E(el q, a*) =fe f~e, ql a*) de
f(qla*)

The agent therefore chooses a so as to maximize her expected utility:

max E[E(e Iq, a*)] -lfI(a)



(10.9)
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where the first expectation is with respect to performance and the second
with respect to talent. .

It is helpful to derive a general first-order condition for this problem.
Assuming an interior solution, this first-order condition for an equilibrium
is

!!-[f(f8 f~8, ql :*) d8)JCql a)dq]I =lfIaCa*)
da fCql a ) a=a*

or

ff M c8 la*)~Cqla*) d d8= Ca*)
VJ ,q fCql a*) q lfIa

where lfIa and fa denote the gradients with respect to effort of the agent's
effort-cost function and of the marginal distribution. Using the fact that the
(multidimensional) lik~lihood ratio has zero mean [EUa /J) =0], we can
rewrite the equilibrium condition as .

co{e, j)=VI. (a*)

where "cov" denotes the covariance of two random variables.5 The vector
cov(8, Ja / J) describes the agent's marginal incentives. It expresses the link
between p~rformance and expected talent for a given equilibrium effort a* .
We now consider more specific applications of this general formulation.

10.5.1 The Single-Task Case

Consider the following generalization of the additive-normal model of
Holmstrom: assume a single task and a single performance variable (N =
M =1), and suppose that performance is given by

q =8CJ.1a+l/J)+ya+£

5. Condition (10.9) for an implicit incentive scheme can be compared with the standard .
formula for explicit incentive schemes (Mirrlees, 1999; Holmstrom, 1979; Jewitt, 1988). Suppose
the agent receives an explicit transfer t(q) contingent on performance q and has utility u(t)
from income t. Then the first-order condition for the agent is
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where /1, y, and </J are positive known constants, while e and 8 are inde
pendently distributed random variables with Gaussian distribution

e- Nee, (J~) and 8i - N(O, (In

Holmstrom's additive-normal model assumes that /1 = 0 (and </J = Y= 1). A
positive /1 implies a complementarity between talent and effort (a pure
multiplicative-normal model implies /1 '* 0 and </J = Y= 0). In this case, talent
matters more, the higher the effort; that is, it makes a difference especially
when the agent "tries to make things happen." This complementarity can
then lead to multiple equilibria: If the market puts a lot of weight on the
agent's performance, she is induced to work hard; in turn, her hard work
leads the market to pay attention to her performance. The converse is true
in the case of low effort.

We can apply condition (10.9) to obtain, for a given expected effort a,

e/1+Y '(")
2 ="lfI a

( ") (Je
J.La+</J + ( " do) 2J.La+'I' (Je

The marginal cost of effort (the RHS) is assumed to be increasing in a. The
covariance between eand the likelihood ratio (the LHS) depends on aonly
when /1 '* O. Indeed, in the pure additive case (/1 =0), we obtain as RHS
(assuming also for simplicity </J = Y= 1):

that is, the signal-to-noise ratio, which is independent of effort. With a
multiplicative effect (/1 > 0) the derivative of the denominator of the
covariance with respect to effort becomes

which is increasing in a. There exists therefore a level of a, which we can
call ii, such that this derivative is positive for all a> ii. Depending on param
eter values, ii is strictly positive or not. For a; small enough, the covariance
between eand the likelihood ratio is always decreasing in effort. Take, for
example, the pure multiplicative model without noise: q =ea. For a given
a* , the market estimates eas qIa*, so that a given increase in expected effort
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Figure 10.3
Additive Case (fl = 0)

by the agent leads to a weaker upward revision of the market's estimate of
talent. For positive (J'~, however, there is another, opposite effect: higher
expected effort leads the market to put more weight on talent relative to
noise when observing good performance. In fact, for ifJ = 0, when the market
expects· a= 0, it attributes good performance solely to good luck, which is
not the case when it expects positive effort. For Iowa's, this second effect
can dominate the first one for ifJ small enough or (J'~/(J'~ high enough. And
for a's high enough, the first effect always dominates.

Figure 10.3 shows the unique equilibrium in the additive case (f.1 = 0).
Figure 1004 shows the unique equilibrium when f.1 > °and ifJ large or (J';;(J'~

low. Finally, the last case is depicted in Figure 10.5, where two stable equi
libria may coexist (the intermediate one being unstable).

10.5.2 The Multitask Case

Let us now consider a generalization of the preceding analysis to look at .
the connection between effort incentives and the set of (symmetric) activ
ities pursued by the agent. Assume that performance on task i E {1, ... , N}
is given by

qi =8CJ-Uli + ifJ)+ yai +Ci
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'---------------------------')0-8
Figure 10.4
Weak Multiplicative Factor (j.L> 0; If> large or (Jil(J~ small)

'---------------------------')0-8
Figure 10.5
Strong Multiplicative Factor (/1 > 0; If> small or (Jil(J~ large)
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where p, y, and ¢> are positive known constants, ai ;;::: °is effort expended
on task i, and, as earlier, 8 and ei are independently distributed random
variables:

Let us distinguish between the (exogenous) number of potential tasks
(N) and the number of tasks actually pursued (n) for which ai > O. Suppose
that the principal cares only about the aggregate output

so that only the total level of effort matters, not its distribution across indi
vidual tasks. Similarly, assume away any economies or diseconomies of
scope, so the cost function can be written as a function, lfI(ii), of total effort
a== L:

1
ai [with lfI' > 0, lfI" > 0, lfI'(0) ;;::: 0]. We can now analyze the rela

tionship between the number of tasks the agent pursues and total effort.
Consider first the case where only the total performance on a subset Iof

tasks

is observed by the market. We are then back to the single-task case. What
ever the set of tasks the agent could work on, if the market observes only
Qj, the agent expends effort solely on the tasks included in 1. As for total
effort, ii, if I includes n tasks,

QI =8(pa+n¢»+ra+Lei
ieI

This expression implies that6

(8 fa J- (iip+r)
oo~ ,ft - 2

f (ft ) neJe
pa+n¢> + (A rIt) 2

pa+ nor eJe

6. Since all c;'s are uncorrelated, the distribution of QI is normal with mean O(j.ul + nb) + ra
and variance cre(j.ul + nb)2 + na~. Consequently,

la(QI) [(e-O)(,LUl+nb) +LiElc;][O,u+r]

lCQI) a~(,LUl+nb)2 +ai
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Figure 10.6
No High-Effort Equilibrium Beyond ii

Positive equilibrium levels of effort are those which equate this covariance
with lfI'(d). An increase in n lowers the covariance between talent and the
likelihood ratio, and thus equilibrium effort, in all three cases depicted in
Figures 10.3-10.5.The most interesting one concerns Figure 10.5, where, for
n large enough, the high-effort equilibrium disappears, as shown in Figure
10.6.

In the (Holmstrom) additive-normal model, d decreases continuously
with n, which may not be the case when a multiplicative effect is introduced:
As Figure 10.6 shows, there is then a maximum n, call it fL, that allows for
the high-effort equilibrium; beyond that value, d can only be zero.

The intuition for why total effort decreases with n can be most easily
understood by focusing on the pure additive case (Jl = 0) and the pure
multiplicative case (l/J = Y= 0). For simplicity, moreover, assume t/> = Y= 1 in
the pure additive case and Jl = 1 in the pure multiplicative case. Consider
first the "noiseless case" (j~ = 0, where the pure additive and the pure
multiplicative models become, respectively,

QI =8n +a

QI =8a
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In the pure multiplicative case, n does not affect ii. Instead, in the pure addi
tive case, incentives to expend effort go down when n goes up, since the
market infers the following 8 from a performance Q1 given effort expecta
tion ii*:

Q1 -11* 11-11*
---=8+--

n n

There is, moreover, a second effect of an increase in n on effort, similar in
both cases: the variance of :L;=1Ci, namely, ncr;, increases with n. In total,
effort thus goes down when n increases.

Summing up, when the market can observe only the aggregate perform
ance on n tasks, the higher the number of tasks n, the lower the equilibrium
total effort. Moreover, in the presence of a multiplicative effect ()1 > 0) and
for 0/'(0) > 0, there is a value of n beyond which the high-effort equilibrium
disappears altogether?

In the preceding analysis we have restricted public information to the
observation of aggregate performance Q1' Suppose now that individual per
formances are observed:

S1 ={qdieI}

The results are then as follows:

1. In the pure additive case, Q1 is a sufficient statistic for S1 as far as updat
ing 8 is concerned, so observing S10r Q1 makes no difference. Consequently,
the unique equilibrium effort ii* is the same whether aggregate perform
ance (Q1) or disaggregated performance (S1) is observed.

2. In the pure multiplicative case, we instead obtain a multiplicity of equi
libria, since the agent will want to focus on the tasks the market expects her

7. Concerning the robustness of these results, note that one could object, in the additive case,
to the role of a rise in n in increasing the link between talent and performance Q[: if it means
splitting the agent's total working time into more slices, one might want to have, in the "noise
less" case,

Q[ =!!-n+a=8+a
n

However, in this case, the results are again valid: for ere =0, raising n leaves total effort unaf
fected, and for ere> 0, it lowers total effort.
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to focus onl8 Specifically, when ai is expected to be equal to 0, qi is consid
ered as pure noise and disregarded by the market, making ai = 0 optimal
for the agent. For each l' s;;;; I, there is thus an equilibrium where ai =0 for
i ft.!', and ai is positive and constant across i's E1', and where total effort is
the same as that when only QI' = LiEI' qi is observed.

Following this analysis of multidimensional career concerns, we are now
in a positio,n to ask: What results rely on career concerns, as opposed to
explicit incentives? The earlier result of a negative link between the number
of tasks n and total effort when only aggregate performance is observable
would also hold in a simple linear explicit-incentive-scheme context with
CARA preferences, since a rise in n means more noise. It is therefore our
"technological assumptions" that generate a benefit of focus under aggre
gate performance observability. Under explicit incentive schemes, the roles
of eand e, however, are more symmetric than under career concerns, as the
next subsection will make clear. But here, the difference between career
concerns and explicit incentives lies in the case where Sf is observed, since
(1) under explicit incentive schemes, the multiplicity of equilibria is not a
concern, and (2) in the additive case, which has a unique equilibrium,
expanding Sf lowers total effort, while with pure explicit incentives, one can
always disregard additional information, which is at best irrelevant.

A general lesson of the preceding analysis is that there is a benefit of
"focus." Indeed, a principal interested in maximizing Q = L:

1
ql and thus

indifferent with respect to the distribution of individual performances (the
q/s) should try to induce focus. As for the agent, in the case of an exoge
nous date-1 financial compensation she prefers a broad mission, so as to
reduce effort; indeed, she realizes she will fool no one by working in equi
librium and sees a broad mission as a commitment not to expend effort. If,
instead, the agent is able to obtain ex ante a wage equal to expected pro
ductivity, committing to a focused mission through the observability of a
single q i maximizes her wage.

The idea of giving agents "focused missions" is a celebrated theme in the
analysis of government bureaucracies-for example, in the book by Wilson
(1989), which details how successful government agencies are the ones that

8. In the absence of economies of scope in the effort-cost function, multitask equilibria are in
fact unstable: Were the market to put slightly more weight on any given task, the agent would
"react" by concentrating her efforts solely on that task! However, the presence of economies
of scope can ensure the local stability of these equilibria.
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have managed to translate very broad objectives into well-focused missions.
Another important theme in that literature is the idea that missions have
to be not only focused but also "clear." This can be translated in this model
by looking at equilibria with random allocation of effort across tasks by the
agent. In this case, Dewatripont, Jewitt, and Tirole (1999b) show that, in the
presence of multiplicative effects, effort goes down, ceteris paribus, when
one moves from a pure-strategy equilibrium to a mixed-strategy equilib
rium. The intuition is that the market may now have to infer from the vector
of performance levels not only talent but also which task(s) was (were)
pursued. Consequently, a given variation in performance will lead to less
updating of the talent parameter in a mixed-strategy equilibrium than in a
pure-strategy equilibrium.

10.5.3 The Trade-off between Talent Risk and Incentives under Career
Concerns

Let us finally consider task-specific productivity and ask how effort is
related to the specific bundle of tasks given to the agent.

Consider the additive-normal model, where performance for task
i = 1,2, is

where 8i and 8i are normally distributed:

8i ~ NeiJ, an and 8i ~ N(O, an
with 81 and 82 independently distributed from one another and from the two
dimensions of talent; but the latter may be imperfectly correlated (until
now, we had assumed perfect correlation). Assume prospective employers
care about 81 + Oz. How is total effort a1 + az = Ii related to the correlation
coefficient p between 81 and Oz? Aggregate performance

q1 +qz =(81+8z)+tl+81 +8z

has a normal distribution with mean 28 + Ii and variance 2(1 + p)a~ + 2a;,
so that

lii(q1 +qz)

1(q1 +qz)

(81+ 8z - 28) + (81 + 8z)

2(1+P)a5 +2a;
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and

( ia) 2(1+p)0'~
cov 81 +82 ,,.... = ( ) 2 2f 2 1+P 0'9 +20'e

Therefore, in equilibrium, total effort will be higher, the higher the p:
since the mean of 81 + ~ is unchanged, a higher p implies a higher signal
to-noise ratio, because it means a higher initial uncertainty about talent rel
ative to pute noise in performance.

This observation implies that, if one has to allocate N tasks in total to
agents who can each do only n tasks, effort will be maximized by grouping
tasks that require "similar" talents. Consider, for example, four tasks that
must be performed, with two agents, A and B, that can each be given two
tasks. Assume the output in task i to be

for KE {A,B} if agent Kis allocated to task i, has task-specific talent 8ilC, and
expends effort ai on task i. Assume that the 8ilC'S have identical mean eand
variance O'~ and all e/s have zero mean and variance 0';. Assume also that
tasks 1 and 2, and 3 and 4, respectively, are thus related in that ~lC and ~lC

are positively correlated and the same is true for fhlC and 84lC, while other
dimensions of talent are otherwise uncorrelated. Suppose further that the
market cares only about LiEI(lC) 8ilC , where I( K) is the set of the two tasks
allocated to agent 1C In this case, inc~ntives are maximized by allocating
tasks 1 and 2 to one agent and tasks 3 and 4 to the other.9

This "specialization result" is specific to the career-concern paradigm:
In a model where the agent cares solely about monetary incentives, as in
Holmstrom and Milgrom (1991), allocating tasks should reduce the total.
variance due both to pure noise and talent risk, and, by doing so, effort can
be increased, since the trade-off between effort and risk has been improved.
This positive correlation between effort and talent risk in career-concern
models, a feature reversed in explicit-incentive-scheme models, is a key
insight that helps one to understand the importance of "focus" in the liter
ature that tries to explain government agencies' performance.

9. In a more general model, there may be costs to creating focus by clustering related tasks
in this way, resulting, for example, from complementarities between unrelated tasks in the prin
cipal's objective function, or from agent risk aversion (specialization will increase risk). These
costs have to be weighed against the beneficial incentive effect of specialization.
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10.6 Summary

In this chapter, we have first extended the classical moral hazard model to
the case of repeated effort, consumption, and output realizations. We have I

isolated three potential gains from long-term contracting with moral
hazard. First, the agent may be willing to take more risk, as she can par
tially self-insure against a bad outcome by smoothing consumption over
time. Second, the principal may gain more information about the agent's
action choice from repeated observation of the agent's performance. Third,
an optimal long-term contract can improve over repeated spot contracting
by monitoring the agent's savings and by forcing the agent to consume more
in earlier periods.

Offsetting these potential gains, however, is the fact that the agent has a
richer action set in a repeated relation. The agent chooses a whole action
plan in a repeated relation, which can be contingent on observed cumula
tive output performance. By adjusting her effort to past performance, the
agent can then "slack off" in more sophisticated and less visible ways. This
greater flexibility in effort supply over time constrains the principal's ability
to extract the gains from self-insurance or other sources ofgains from an
enduring relation with the agent.

In extreme situations we have seen that the agent's action set may be so
rich that the best the principal can do is to offer the agent a simple incen
tive contract that is linear in both output increments and cumulative output.
In other settings, simple efficiency-wage contracts or debt contracts may
also be approximately optimal. However, in general, the optimal contract
predicted by the theory can be extremely complex-too complex to be
descriptive or prescriptive for incentive contracting in reality.

One of the reasons why most long-term contracts observed in reality are
relatively simple is that enforcement costs are likely to escalate significantly
with contractual complexity. Disagreements and litigation are more likely
for more complex contracts, and judges are more likely to make mistakes
in interpreting and enforcing complex contracts. In reality, formal long- .
term contracts are often written in vague ternis, partly because it is often
more efficient to rely on self-enforcement than on legal enforcement. We
have seen how the theory of optimal contracting can be extended to such
relational contracts. In bilateral settings, the only difference with legally
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enforced optimal long-term contracts is that some actions and transfers are
constrained by a self-enforcement constraint. But otherwise the structure
of the optimal contract is unchanged. However, in settings where there is
competition for the agent's services, implicit incentives or "career concerns"
may lead to substantial distortions, with the agent excessively responding
to market incentives early On and later resting on her laurels.

Another :limit to the gains achievable through optimal long-term con
tracting is the inability of the contracting parties to commit not to renego
tiate the contract in the future. We have, thus, seen how ex post renegotiation
can undermine ex ante incentives. This issue has gained particular pro
minence in debates on executive compensation. Many critics of executive
compensation have singled out the common practice of lowering the strike
price on out-of-the-money options granted to executives, following a drop
in stock price. The resetting of the strike price obviously benefits the
company by restoring incentives ex post, but the anticipation of such moves
undermines ex ante incentives.

By introducing relational contracts, implicit incentives, and renegotiation
of long-term contracts, this chapter naturally paves the way toward the
fourth major part of this book, on incomplete contracts. The trade-off
between ex ante and ex post incentives will take even sharper forms in the
context of incomplete contracts, as contracting parties have even less room
to commit to ex post inefficiencies.

10.7 Literature Notes

Most of the material in this chapter is based on recent research that has not
yet found its way into textbooks. While we have offered our own perspec
tive on the literature, we have stressed the following strands of work.

First, on moral hazard with multiple effort and output realizations, we
have detailed the pioneering papers by Rogerson (1985b) and by Radner
(1981), and the subsequent work by Malcomson and Spinnewyn (1988),
Fudenberg, Holmstrom, and Milgrom (1990), Rey and Salanie (1990), on
the one hand, and Rubinstein and Yaari (1983), Radner (1985), and Dutta
and Radner (1994), on the other. The surveys by Chiappori, Macho, Rey,
and Salanie (1994) and Radner (1986a) discuss much of this literature. A
large related literature on repeated partnership games also deals with many
of the issues in this chapter (see, most notably, Radner, 1986b; Abreu,
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Pearce, and Stacchetti, 1990; Fudenberg, Levine,and Maskin, 1994; Kandori
and Matsushima, 1998; and Compte, 1998). Finally, an extensive literature
on long-term insurance contracts covers similar ground (see, e.g., Dionne,
2000).

Second, on the role of the frequency of effort and output realizations, we
have stressed the contribution of Abreu, Milgrom, and Pearce (1991) and
especially that of Holmstrom and Milgrom (1987) on the optimality of
linear contracts under CARA preferences. As seen in Chapters 4, 6, and 8,
such incentive schemes have proved very attractive in applications.

We have then turned to the issue of renegotiation of moral hazard con
tracts. Pioneering contributions in this literature include Fudenberg and
Tirole (1990) and Ma (1991) when the principal does not observe the
agent's effort choice, and Hermalin and Katz (1991) when he does. Subse
quent work includes Ma (1994) and Matthews (1995,2001) in the first case
and Dewatripont, Legros, and Matthews (2003) in the second. One case we
have not covered here is the one where the agent cannot commit not to
unilaterally breach the contract, e.g., because of legal "no-slavery" provi
sions. In a simple insurance problem without hidden actions or adverse
selection, such lack of commitment leads to interesting dynamics when the
contract plays an insurance role, as shown by Holmstrom (1983) or Harris
and Holmstrom (1982).

The literature on bilateral relational contracts, which we discussed next,
is quite large. Early work includes Klein and Leffler (1981), Shapiro and
Stiglitz (1984), and Bull (1987). In this chapter, we have in particular
stressed the work of MacLeod and Malcomson (1989) and Levin (2003).
Note that MacLeod and Malcomson (1988) extend the setting to multilayer
organizations, while Bernheim and Whinston (1998b), Baker, Gibbons, and
Murphy (1994), and Pearce and Stacchetti (1998) combine explicit and
implicit incentives. Finally MacLeod (2003) allows for subjective, imper
fectly correlated performance measures observed by the principal and the
agent.

Finally, the literature on career concerns was pioneered by Holmstrom
(1982a). Extensions include Gibbons and Murphy (1992), who have added
explicit incentives to the picture; Meyer and Vickers (1997), who have also
allowed for relative performance evaluation; and Dewatripont, Jewitt, and
Tirole (1999a, 1999b), who have considered a multitask setting. Finally, Stein
(1989) and Scharfstein and Stein (1990) have applied Holmstrom's para
digm, respectively, to the questions of short-termism and herd behavior.





IV INCOMPLETE CONTRACfS

With this fourth part of the book we take yet another important step toward
reality. Recall that the first stage of contract theory-as studied by Edge
worth-was concerned with the characterization of efficient exchange con
tracts in situations involving no uncertainty and no asymmetric information.
It was only in the 1950s that a second stage was reached, with the explicit
consideration of uncertainty. At that time, problems of optimal coinsurance,
optimal risk diversification, and portfolio choice became the main focus of
attention.

About two decades later a third stage was reached-considering con
tractual situations with asymmetric information. This has led to the intro
duction of incentive constraints alongside participation constraints and to
the elaboration of a rich theory of incentive contracting. Parts I and II
attempted to provide a comprehensive coverage of this theory.

Following a decade or so of intense research, the field reached yet
another stage in the 1980s-concerned with issues of repeated or dynamic
contracting. Issues of commitment and renegotiation were systematically
explored in that decade and later. This latest development has led to the
introduction of "renegotiation-proofness" constraints alongside incentive
and participation constraints. Part III covered the main ideas emerging
from this new wave of research.

The final stage of development is taken up in Part IV: As in Part III, this
stage is concerned with long-term contracts. However, the orientation
is entirely different. Rather than optimizing over·a general contract set
that is subject to incentive, renegotiation-proofness, and participation con
straints, long-term contracts are taken to be of a prespecified (incomplete)
form, and the control variables become instead ownership titles, control
rights, decision-making rules, discretion, tasks, authority, and the like, to be
allocated among contracting parties. Part IV discusses this methodology,
as well as, in Chapter 12, its relationship with the "complete contract"
methodology.





11Incomplete Contracts and Institntion Design

11.1 Introduction: Incomplete Contracts and the Employment Relation

The introduction of incomplete contracts involves both a substantive and a
methodological break. The substantive change can be illustrated with a con
crete example, the conduct of monetary policy. A central problem in macro
economic research over the past two decades, as well as a major political
issue, has been the question of central bank independence. This is an issue
involving both incentive and commitment considerations. If one takes a
dynamic-contracting approach as outlined in Part III, one is inevitably led
to focus on the problem of financial compensation of the central banker.
The main issue becomes how to structure the central banker's compensa
tion package to induce him to run monetary policy according to the objec
tives stated in the law (e.g., price stability). Some of the literature on the
subject has indeed taken such a turn. For example, Walsh (1995) and others
have proposed compensation contracts for central bankers contingent on
the rate of inflation. Some countries-most notably New Zealand-have
even considered implementing such contracts.

If, however, one takes an incomplete-contracting perspective, then other
aspects besides central bankers' compensation become relevant, such as
the bank's decision-making procedures, discretion versus rules, and central
bank accountability. As this example illustrates, the substantive change
brought ~bout by the introduction of contractual incompleteness is to shift
the focus away from issues of compensation contingent on outcomes to
procedural and institutional-design issues.

The analysis of institutions is clearly of fundamental importance, and
an incomplete-contracting approach offers a vehicle to explore these issues
systematically. The fourth stage of research in contract theory is thus a
natural development, which should eventually produce an economic theory
of institutions as rich as the theory of incentives developed in the past three
decades.

The introduction of contractual incompleteness also involves a method
ological break. Most of the literature assumes a particular form of con
tractual incompleteness and does not explain the form of the contract as
the outcome of some optimization problem. Optimization is confined to the
choice of institution: the design of decision-making rules and the allocation
of control rights. Typically, contractual incompleteness is explained by a lim
itation in contractual language-the inability to describe accurately certain



490 Incomplete Contracts and Institution Design

events before the fact, even when these events and their implications are
easily recognized after the fact. It has been a matter of debate how restric
tive this constraint is in theory and in practice. We provide an extensive
discussion of this debate in Chapter 12. For now, we shall simply assume
that the inability to describe certain future events is a binding constraint
and explore the implications for institution design of this form of contrac
tual incompleteness.

11.1.1 The EmplOyment Relation

Perhaps the first formal model with incomplete contracts is Simon's (1951)
theory of the employment relation. In that model Simon compares two
long-term contracts, one where the service to be provided by a seller at
some point in the future is precisely specified in a contract, the other where
the service is left to the discretion of the buyer within some contractually
specified limits referred to as the "acceptance set." Simon identifies the
former contract as a "sales contract" and the latter as an "employment rela
tion." The choice of contract is then determined by the degree of uncer
tainty at the time of contracting about precisely which service the buyer
would prefer in the future, as well as the degree of indifference of the seller
to providing a specific service within the "acceptance set." Simon's theory
raises several difficult questions. Perhaps the most important one is, Why
must the buyer and seller agree to a trade before the uncertainty is real
ized? Why not wait for the UIicertainty to be resolved and then write a
spot contract? A second question relates to the extreme form of the sales
contract: Why can't the buyer and seller agree to some form of state
contingent delivery contract? Why is it cheaper to write a contract specify
ing an "acceptance set" than a contract specifying a state-contingent
delivery plan?

It is possible to address most of these" questions and to provide an up
dated theory of the employment relation by introducing a "holdup" prob
lem as in Klein, Crawford, and Alchian (1978) and more generally taking
Williamson's transactions-cost perspective (Williamson, 1975, 1979, 1985).
As a way of introducing the main ideas of the incomplete-contracts ap
proach to institution design, we shall begin by providing such an updated
theory.

Suppose that the buyer can undertake an (unobservable) investment
today that raises her payoff from the service to be provided by the seller in
the future. This investment is sunk by the time buyer and seller negotiate
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over service provision in a spot contract, so that the buyer may be "held
up" by the seller, to use a term favored by Klem, Crawford, and Alchian.
The need for a long-term contract then arises as a way of protecting the
buyer's ex ante investment against ex post "opportunism" by the seller (a
term favored by Williamson). But prior to the investment stage the buyer
does not know which type of service she may need, and it is not possible to
describe under what precise circumstances she needs a particular service.
The contract can specify only the nature of a service to be provided under
all circumstances, or a menu of services that the seller agrees to provide at
predetermined terms (the latter arrangement can also be thought of as a
general option contract).

Williamson has argued that the incompleteness of contracts inevitably
induces contracting parties to attempt to interpret the contract to their own
advantage ex post and that this behavior can lead to both ex ante and ex
post inefficiencies. The contracting parties not only may make inefficient ex
ante investments, if investment is not observable or verifiable and they
anticipate ex post opportunism, but also may get involved in inefficient con
tractual disputes ex post. Williamson sees key institutional arrangements in
market economies, such as authority relations, to be responses designed to
overcome the potential inefficiencies in long-term relatioIls- governed by
incomplete contracts. An employment relation, which leaves much to the
discretion of the employer, is valuable if it can reduce the scope for ex post
haggling or allow the employer to appropriate the rents created by her ex
ante investments.

In an attempt to simplify the formal analysis, most of the recent litera
ture abstracts from ex post inefficiencies resulting from contractual disputes
and focuses entirely on ex ante investment inefficiencies. We shall take the
same approach in developing our updated theory of the employment rela
tion. The first formal model of inefficient ex ante investment resulting from
ex post opportunism is due to Grout (1984). Later the property-rights
theory of the firm formulated by Grossman and Hart (1986) and Hart and
Moore (1990) built on this general idea also developed informally by Klein,
Crawford, and Alchian (1978) and Williamson (1975,1985). We shall discuss
this theory in the next subsection.

11.1.2 A Theory of the Employment Relation Based on Ex Post Opportunism

Consider a risk-neutral buyer and a risk-neutral seller, neither of whom has
alternative contractual opportunities. There are n types of service that the



492 Incomplete Contracts and Institution Design

seller can provide denoted by ai(i =1, ... ,n). The buyer needs only one of
these services ex post. Provision of the service is observable and verifiable,
so that a contract can be written specifying a payment contingent on exe
cution of the service. Suppose that in the event of no trade both parties get
zero, and if they trade service ai at price Pi they get, respectively,

for the buyer, and

for the seller, where 8l denotes a state of nature. Suppose that there are
N 2:: n states of nature (l = 1, ... ,N). Thus both buyer and seller payoffs can
vary with the underlying state of nature. l

The buyer can increase U by increasing her ex ante investment 1. That is,
let U = U(ai' 8l, 1), with aUlaI > 0 and a2UlaI 2 < O. The cost of investment is
taken to be simply K(1) = 1. To keep the analysis as simple as possible,
assume that

U(ai, 8l , I) E {O, ¢(I), cP(I)}

and

with

o< cP(I) - C < ¢(I) - c < cP(I) - c < cP(I) for all I 2:: 0

Furthermore, assume that in any given state 8l

U(ai> 8 l , I) = 0 ==} ljI(ai' 8 l ) = 0

U(ai, 8 l , I) = ¢(I) ==} ljI(ai' 8 l ) = c

U(ai, 8 l , 1) = cP(I) ==} ljI(ai' 8l ) = C

In other words, in any given state 8l, any valuable service is costly, and the
high-value service is also the high-cost service.

1. A slightly more general contract could specify a payment Po to the buyer in case of no trade.
This payment could be interpreted as a penalty clause. As will become clear, there is no loss
of generality in setting Po =0 here. However, in other settings the optimal penalty is nonzero,
as we show in Chapter 12.
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Suppose also that for any realized state of nature ()/, there is always at
least one service ex post ai( ()/) such that U(ai' ()/, I) = </l(I) so that the
maximum surplus </lei) can be realized. Then the efficient level of ex ante
investment 1* is given by maximizing

max{</l(1) - I}
I ?O

and is characterized by the first-order conditions

</l'(1*) =1

However, suppose in addition that in any realized state of nature ~, there
are other services available al ()/) and ak( ()/) (j =1= i; k =1= i) such that U(aj, ()/,
I) =<p(I) and U(ak, e/, I) =O.

We shall assume that there is a basic technological constraint that pre
vents the buyer and seller from writing an ex ante contract contingent on
the realized state of nature. In other words, a precise description of each
state would be so costly that it would outweigh all the benefits from writing
such a fine-tuned contract. Given that contracts cannot be made contingent
on the state of nature, there are four basic .options available to the con
tracting parties:

• They can wait until the state is realized and write a spot contract.

• They ca.n write a sales contract, which specifies a single service to be pro
vided ex post at prespecified terms.

• They can write a buyer-employment contract specifying a menu of serv
ices from which the buyer can choose ex post. This service must then be
delivered at prespecified terms.

• They can write a seller-employment contract specifying a menu of serv
ices from which the seller can choose ex post. This service must then be
delivered at prespecified terms.2

Consider each type of contract in turn.

11.1.2.1 Spot Contract

If buyer and seller negotiate over a service ex post, we shall assume that
they divide equally the gains from trade. These gains are maximized by

2. Note that these four options do not provide a fully exhaustive list of feasible contracts. In
particular, one can envision hybrid forms of employment contracts, where one of the parties
is randomly selected ex post to pick a service within her prespecified menu of services. As
interesting as these contractual forms are, we shall not pursue them here in order to save space.
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choosing a service ai(OD such that U(ai, Of, I) = ¢(I) and lfICai' Of) =c. Thus
buyer and seller each get [¢(1) - c]/2 ex post, so that the buyer chooses her
ex ante investment P to maximize

¢(1)-c -I
2

and underinvests. The level of investment is then given by

11.1.2.2 .Sales Contract

lf buyer and seller write a sales contract of the form {ai, Pi}' where ai denotes
the service to be delivered and Pi the price, then ex post the realized state
is such that either

1. U(ai' 01, I) =¢(I) and If/(ai' Of) =C,

2. U(ai' 01, I) = lfICai' 01) =0, or

3. U(ai' Of, I) =<I>(I) and lfICai' 0) = C.

lf the state of nature is such that U(ai' Of, I) =¢(I) and lfICai' Of) =c, then
the contract is executed, and buyer and seller get, respectively, ¢(I) - Pi and
Pi - C. If, however, the other configurations of payoffs obtain, then the
parties are better off renegotiating the contract and switching to another
action aj such that U(ai' Of, I) = ¢(I) an9 lfICaj> Of) = c.

Renegotiation involves bargaining over the surplus [¢ (I) - c - (<I>(I) - C)]
if U(ai' Of, I) = <I>(I) and lfICai' 01) = C, and over the surplus (¢(I) - c) if
U(ai' Of, I) = If/(ai' 01) = O. Assuming, as before, that this surplus is divided
equally among the parties, their respective payoffs in this event are

1 1
<I>(l) - ~ +2[¢(1) - c - <I>(l) +C] and ~ - C +2 [¢(l) - c - <I>(l) +C]

if

U(~,Of, I) =<I>(l) and If/(~, Of) =C

and

1 1
-~+2[¢(l)-c] and ~+2[¢(l)-c]

if

U(ai, Of, 1) =0 and If/(aj, 01) =0 ';.
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To proceed further we need to impose more structure on this example.
Suppose now that there are N = n equiprobable states of nature, and that
service al is the uniquely efficient action in state el. In other words, U(ai, el,
1) = 4>(1) and lJI(al, el) =c in state el, and for i :f:; I either

U(ai' el , I) =<P(1) and lJI(ai' el ) =C

or

Moreover, all other services are equally likely to be a high-cost service
ak or a worthless service aj'

Given this probability distribution over action-state realizations, the
buyer's ex ante payoff is given by

1 (n-l){ 1 };[4>(1) -l}] + 2;; <p(1) -l} +2[4>(1) - c - <p(I) +C]

+( n2~1){ -l}+±[4>(1)- C]} - I

so that the buyer's optimal level of investment under this contract is given
by the solution to the first-order condition

Note that the price Pi is determined ex ante so as to split the overall
expected surplus from the transaction-[4>(IS

) - c].

11.1.2.3 Buyer-Employment Contract

Now consider the case where buyer .and seller write a buyer-employment
contract of the form {A, P(a) Ia E A},where A is a subset ofservices-Simon's
acceptance set-from which the buyer can choose, and P(a) are the
predetermined terms for supplying service a. The main point of writing such
a contract is to give the buyer some flexibility to choose the most desired:
service ex post. The cost of writing such a contract, however, is that it puts
the seller in a position where he agrees to provide a service that may be very
costly ex post. Because there are both costs and benefits in writing such a
contract, it is unclear a priori whether this contract dominates a sales contract.
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Since all services are symmetric ex ante, it is obvious that the acceptance
set should contain all possible services ai, and that there is no loss of gen
erality in setting pea) =P. Under such an employment contract, the buyer
would always choose a service that maximizes

max[U(a, fJz, ])- P]
a

In other words, the buyer would always choose an inefficient action yield
ing a payoff of U(aj> fJ/,1) = <1>(1) and imposing a cost C on the seller. Of
course, both parties will renegotiate away from this inefficient outcome ex
post and agree on a new contract to supply service a/ in state fJ/. The surplus
from renegotiation is again divided equally, so that the buyer's and seller's
respective payoffs become

1
<1> - P +2[l/J(]) - c - CP(I) +C]

and

1
P - C +- [l/J(I) - c - <1>(I) +C]

2

Under this contract the buyer chooses her ex ante investment ]BE to
solve

mjL'{{-i" [l/J(I) + <1>(])] -]}

Thus the level of investment under the buyer-employment contract is given
by the solution to the first-order condition

l/J'(]BE) + <1>'(]BE) =2

Again, the terms of trade P are set so as to divide equally the ex ante
expected surplus from trade [l/J(]BE) - c].

11.1.2.4 Seller-Employment Contract

Finally, consider the case where buyer and seller write a seller-employment
contract, where the seller now chooses the service in the acceptance set A.
As before, the acceptance set should contain all possible services ai, and
since all services are symmetric ex ante, pea) = P for all a E A. Under this
employment contract, the seller's optimization problem is
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max{P -lfI(a, ez)}
a

so that the seller always selects the least costly action aj such that If/(aj. ez) = O.
As under the buyer-employment contract, buyer and seller would then

renegotiate away from this inefficient ex post outcome. The surplus from
renegotiation would again be divided equally, so that the buyer's and seller's
respective payoffs become

1
-P+-[¢(I)- c]

2

and

The buyer then chooses her ex ante investment under the seller
employment contract I SE to solve

so that the level of investment under the seller-employment c'ontract is the
same as under ex post spot contracting.3

1l.1.2.5 Which Contract Is Better?

Given that under each contract the ex ante expected surplus from trade is
[¢(Ik

) ..;.. c] (with k =s, S, BE, SE), the best contract is the one that induces
the most efficient investment level by the buyer. It is easy to see that, as
long as qf(1) ;;::: <1>'(1) ;;::: 0, the spot contract is (weakly) dominated by the
sales and buyer-employment contracts, since the latter two contracts induce
higher investment and since there is no overinvestment under any contract.4

The buyer-employment contract dominates the sales contract when

3. Note that this need not always be the case. For example, if the least-cost service has a strictly
positive value, then the two investment levels would differ in general.

4. When ep'(l) > f(l) the buyer may actually overinvest under the buyer-employment or the
sales contract. In that case, spot contracting could actually dominate these two contracts.
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Interestingly, the comparison between sales and buyer-employment con
tracts involves different considerations from those Simon had in mind. The
difference stems from the absence of ex ante investment and ex post rene
gotiation in his theory. For Simon the comparison between the two con
tracts is only in terms of ex post efficiency. The buyer-employment contract
tends to induce trade of excessively costly services, while the sales contract
induces trade of services that do not maximize net surplus ex post. Depend
ing on the extent of uncertainty and the variance in costs across services
and states of nature, one or the other contract may dominate in his setup.

Here, instead, the contracts are evaluated in terms of ex ante efficiency
that is to say, in terms of their effects on the buyer's incentives to invest.
If the marginal return on investment for the costly (inefficient) action
is higher than for the efficient action-eI>'(IS

) > <!>'(IS)-then the sales
contract may dominate the buyer-employment contract. Otherwise, the
employment contract is preferable. Note, however, that as n grows large,
the difference between the two contracts becomes negligible. Thus, when
one allows for renegotiation, the comparison between the two contracts is
more subtle than the simple trade-off between "flexibility" and "exploita
tion" emphasized by Simon.

While some important objections to Simon's model of the employment
relation can be addressed by introducing ex ante (nonobservable) invest
ment by the buyer, other criticisms are harder to dispose of. One important
criticism by Alchian and Demsetz (1972) of the notion of master-servant
relation implicit in the employment contract has been that there is no dif
ference between an employer ordering an employee around and a customer
ordering a grocer to deliver a basket of goods. One difference that we have
higWighted is that the employment contract is a commitment to serve in
the future as opposed to a spot contract to sell goods to a customer. While
this is an important distinction, it is probably not the only defining one.

11.2 Ownership and the Property-Rights Theory of the Firm

Just as an employment contract gives the employer the right to determine
what the employee should do (subject to remaining within the law), an
ownership title on a property or asset gives the owner the right to dispose
of the property as she sees fit. Some limits can be put on the owner's rights
by law, and other limits may be agreed on contractually, but unless these
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are explicitly specified, the owner can do what she wants with the asset. In
other words, the owner has "residual rights of control" over the asset, to use
terminology introduced by Grossman and Hart (1986). In addition, an
ownership title gives the owner the right to all revenues generated by the
asset that have not been explicitly pledged to a third party.

It is instructive to contrast Grossman and Hart's definition of owner
ship-based on residual rights of control-with Alchian and Demsetz's and
Jensen and Meckling's-which defines the owner of a firm only in terms
of cash-flow rights (the owner being the "residual claimant" on the cash
flow)-to appreciate the importance of the departure of the incomplete
contracts approach from standard incentive theory.

Given the similarities between employment contracts and ownership
titles, it is not too surprising that the next set of formal models with incom
plete contracts were concerned with ownership and residual rights of
control. The models of Grossman and Hart (1986) and Hart and Moore
(1990) explore the issue of the value of ownership and residual rights of
control in situations where parties write incomplete contracts.

According to their theory, the owner of a firm has the right in particular
to exclude others from using the firm's assets. This right serves as a protec
tion against ex post opportunism. In its simplest form the theory predicts
that ownership of productive assets is allocated to the party requiring the
most protection against ex post opportunism. The following simple example
illustrates ·the basic theory.

Consider a situation with at most two separate firms or productive assets.
Grossman and Hart take the example of a publisher and a printer. Say firm
1 is a printing press producing copies of books or journals for firm 2, a pub
lishing company. If the two firms are owned separately, they may write long
term supply contracts, which are assumed to be incomplete. In other words,
under these contracts there may be events requiring new deCisions not pre
specified in the contract. In that case it is assumed that the printer and pub
lisher will negotiate a new ex post efficient contract.

The ex post negotiating position will differ from the ex ante situation, in
which the two firms have written the initial long-term contract, if in the .
meantime either firm (or both) has taken actions or made investments that
are costly to reverse (or to switch to another supply relation). In other
words, the ex post negotiating position of one of the parties may have
worsened if that party is locked into the supply relation as a result of its
previous actions. For example, if the printing firm has spent vast sums
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customizing its software to fit the special needs of the publisher, it will have
put itself in a position where it has little choice but to deal with the pub
lisher ex post. Recognizing this fact, the publisher may be able to extract
better terms ex post than ex ante when it was in competition with other
publishers.

If the printing firm anticipates that it may end up in a weaker negotiat
ing position ex post by making publisher-specific investments, it may refrain
from making these investments even if they are efficient.

In contdst, if firms 1 and 2 were integrated, so that the printer was the
sole owner of both the printing press and the publishing business, then his
ex post negotiating position with the publisher (who is now his employee)
would likely be less affected by his ex ante specific investments. In fact, it
is conceivable that under this ownership allocation the printer might be able
to appropriate all the gains from ex post negotiations. If that were the case,
the printer would of course be inclined to make any ex ante specific invest
ments that are efficient.

But if the printer is the sole uwner of both assets, then presumably the
publisher would have less incentive to invest than under nonintegration or
under vertical integration with the publisher owning the integrated firm.

The property-rights theory of the firm predicts that any ownership allo
cation can arise in equilibrium depending on the relative value of each
party's ex ante specific investments. If investments in customized software
are most valuable, then it makes sense for the printer to own both printing
press and publishing business. If investments in authors, agents, or
marketers are most valuable, then it makes sense for the publisher to own
the publishing business as well as the printing press. Finally, if both types of
investment are important, it may be best to have nonintegration.

This is in a nutshell the theory outlined for two firms in Grossman and
Hart (1986). The important contribution of the property-rights theory of
the firm is to both explain the value of ownership and delineate the costs
and benefits of integration. We now tum to a more formal exposition of the
theory.

11.2.1 A General Framework with Complementary Investments

It is relatively straightforward to provide a formal treatment of the
property-rights theory in a simple setting with only two agents and two
assets. But how can the theory be applied to a large corporation with
multiple divisions and thousands of employees and suppliers?
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Hart and Moore (1990) take a first stab at this question as follows. Just as
in the two-firm case considered by Grossman arid Hart, one can envision a
first stage where I agents make ex ante investment Xi at a cost If/(Xi) (these
investments may be more or less specific to some subset of assets A in the
set of all productive assets available in the economy, .A'). Then, in a second
stage, the ex ante investments of a subset of agents S ~ I combined with the
subset of assets A ~ A can generate an ex post surplus from trade V(S;A Ix),
where x = (Xt.X2' ... ,Xl) denotes the vector of all agents' ex ante investments.

To simplify matters, Hart and Moore assume an extreme form of con
tractual incompleteness: no long-term contracts specifying future trade can
be written ex ante. Only trade in ownership titles can take place ex ante.
As in the case with two firms, the division of the surplus from trade among
the S agents depends on who owns which subset of assets.

The main modeling difficulty when considering a general setup with I
agents is determining how the ex post surplus YeS; A I x) gets divided up
among the contracting parties in multilateral negotiations-in other words,
how the terms of trade get determined. Hart and Moore's proposed solution is
to envision a centralized marketplace where all the negotiations get done
simultaneously ex post. They assume that the outcome of multilateral nego
tiations is ex post efficient under any ownership allocation anel that the sur
plus is divided according to the Shapley value. Thus, as in the case with two
firms, the only way ownership affects the final outcome is through the division
of ex post surplus and its impact on ex ante investment incentives.As empha
sized earlier, the assumption that all ex post negotiations are efficient-in other
words, that the Coase theorem applies ex post-is mainly a simplifying
assumption. By considering in tum the case where there is no renegotiation,
which may involve extreme ex post inefficiencies, and the case of perfect
renegotiation, one is exploring two natural polar cases. Most contractual sit
uations in practice are likely to be a combination of these two extreme cases.

11.2.1.1 The Shapley Value

The Shapley value assigns a payoff to an agent i possibly involved in a trans
action with S agents who together own or control roeS) assets.

DEFINITION: OWNERSHIP ALLOCATION Let § denote the set of all possible
subsets of agents I, and A. the set of all possible subsets of assets in A. Then
the mapping roeS) from § to A. denotes the subset of assets owned by the
subset of agents S.
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Hart and Moore assume that each asset can be controlled by at most one
of the groups of agents S or its complement 1\ S. In addition, they assume
that the assets controlled by some subgroup S' ~ S must also be controlled
by the whole group S. In effect, when a group of agents S decides to form
a firm, they agree to pool all the assets owned by any of the group members.
Formally these assumptions translate into the following properties for the
mapping m(S):

m(S) n m(1 \ S) =~ and m(S ') ~ m(S) so that m(fl) =~

DEFINITION: THE SHAPLEY VALUE Given an ownership allocation m(S), a
vector of ex ante investments x, and the associated ex post surplus for any
given group of agents S, V[S, m(S)lx], the Shapley value specifies the
following expected ex post surplus for any agent i:

Bi (m Ix) == L p(S){V[S; m(S) Ix] - V[S \ {i}; m(S \ {i}) Ix]}
SlieS

where

(S) =(s -1)!(1 - s)!
p I!

(11.1)

(11.2)

and s = lSI is the number of agents in S.
In words, the Shapley value is an expected payoff, where expectations are

taken over all possible subgroups S that agent i might join ex post. That is,
each agent looks at ex post group formation like a random process where
any order in which groups get formed is equally likely. It is for this reason
that the probability distribution peS) is as specified in equation (11.2).
Given any ex post realization of a group, S, the Shapley value assigns to
each agent i in the group the difference in surplus obtained with the entire
group S and with the group excluding agent i:

V[S; m(S) Ix] - V[S \ {i}; m(S \ {i}) Ix]

In other words, the Shapley value assigns to each agent i the expected
contribution of that agent to the overall ex post surplus obtained through
multilateral trade between all agents.

11.2.1.2 Example 1: Printer-Publisher Integration

Suppose that 1= 2 and A = lab a2}, as in Grossman and Hart's example of
the printer (agent 1) and the publisher (agent 2). Each agent can make ex
ante investments Xi in a first stag~ and trade takes place in a second stage.
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In this simpie setup only the following three ownership allocations are
possible:5

Nonintegration: m(l) = {ad, m(2) = {az}

Publisher integration: m(l) =¢' m(2) = {ah a2}

Printer integration: m(l) = {ah az}, m(2) =~

The Shapley Value

Nonintegration Suppose that no ex post surplus can be generated without
combining both assets. Then under nonintegration the ex post surplus that
can be generated with only one agent is

V({l}; {al} Ix) = V({2}; {az} Ix) = 0

where x = (Xl. xz).6
If, however, both agents form a group by trading access to their respec

tive assets, they generate a strictly positive surplus

V({l, 2}; {al> az} Ix) == Vex) > 0

Under nonintegration, the Shapley value then assigns an expected payoff
to each agent of

1
Bt (NI Ix) ~ Bz(NI Ix) =2" V(x)

(where NI stands for nonintegration), since there are only two equally likely
orderings of group formation, {l, 2} and {2, l}-so that p({l, 2}) = p({2, l})

= t-and

V({l, 2}; {aI, az} Ix)- V({j}; {a j} Ix) = Vex)

Printer Integration Under printer integration, it may be possible for
the printer to generate an ex post surplus on his own, since he owns both
assets. The publisher cannot generate any surplus on his own, as under

5. Actually there is a fourth possible ownership allocation; where under nonintegration the
printer owns the publishing business and the publisher owns the printing press. Under this
ownership allocation, each agent holds the other agent's "tools" as a "hostage." In the simple
example considered here, this ownership allocation is equivalent in terms of equilibrium
payoffs and investments to nonintegration with the reverse asset ownership.

6. This is a simplifying assumption. Grossman and Hart (1986) actually allow for a positive
but lower ex post surplus when both assets are not combined. As a result, nonintegration is
more likely to be an efficient ownership allocation in their setup than in this example.
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nonintegration. Even if the printer can generate a positive surplus on his
own, it seems plausible that he might be able to do even better by hiring
the publisher, so that the ex post surplus that can be generated with only
one agent is .likely to be as follows:

V({2};y) Ix) =0, V({l}; {al' a2} Ix) =<Pl(Xl)

with <P(Xl) < V(x).
The Shapley value under printer integration is then given by

1
~ (PI Ix) = "2 [V(x) - <Pl (Xl)] + <Pl (Xl) for agent 1

1
B2(PI Ix) = "2 [V(x) - <Pl (Xl)] for agent 2

where PI stands for printer integration.

Publisher Integration Similarly, one can take publisher integration to be
the mirror image of printer integration, so that the Shapley value under
publisher integration becomes

1
~(pI Ix) ="2[V(x)-<P2(X2)]

where pI stands for publisher integration.

Ex Ante Investments

Suppose that V(x) is strictly increasing and concave in x =(Xl. X2), that <PlXi)
is increasing and concave in Xi, and that the investment-cost functions 1fIi(Xi)
are strictly increasing and convex in Xi. Under each ownership allocation,
agents choose their ex ante investment noncooperatively to maximize their
respective expected payoff:

max{Bi [w(S) IXl, X2] -1fIi (Xi)}
Xi

Investments are chosen noncooperatively, either because they are not
observable, as in the employment relation considered earlier, or because
they are difficult to verify by a third party. In either case it would be costly
or impossible to write an enforceable performance contract specifying the
level of investment each party must undertake. Note that if investments are
not observable, the ex post payoff~generated by those investments are still
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assumed to be observable. These are central assumptions in the property
rights theory of the firm, which have generated some controversy. The con
ceptual issues involved here are discussed extensively in the next chapter.

Suffice it to say here that if ex ante investments could be specified con
tractually, then the allocation of ownership titles would not serve any role
in providing incentives to invest. The Coase theorem, stating that efficiency
can be obtained through private contracting no matter how ownership titles
are allocated (provided that ownership rights are completely determined),
would then again obtain. In other words, the allocation of ownership rights
would be irrelevant for efficiency.

Proceeding under the assumption that investments are chosen non
cooperatively, the property-rights theory of the firm predicts that each
ownership allocation results in Nash-equilibrium investment levels. These
equilibrium investment levels can be obtained from the first-order condi
tions of each party's optimization problem (assuming that it is concave):

(11.3)

(11.4)

lfI~(xfI)

1 aV(Xt'I , X~I).
lfI~(X~I)

2 axz

Under printer integration, (xfI, xf) are given by

1 aV(xfI, XfI) 1 rr,,,( PI) _ '( PI)
:\ +-'¥l Xl -lfIl Xl

2 aXl 2

1 aV(x{I, XfI)

2 axz

Thus, under nonintegration, equilibrium investment levels (XfI, XfI) are
given by

1 aV(xf'I , X~I)

2 aXl'

Finally, under publisher integration, (XfI, XfI) 'are given by

1 av(xr, XfI) _ '( pI)
2 aXl -lfIl Xl

1 av(xr,xfI) .lm'( pI)_ '( pI)
2 axz + z '¥z Xz -,lfIz Xz

(11.5)
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As can be seen by comparing conditions (11.3), (11.4), and (11.5), the
printer has greater incentives to invest for any given level of the publisher's
investment Xz under printer integration than he has under nonintegration
and publisher integration provided that (l>1(x1) > 0. Similarly, the publisher
has greater incentives to invest given Xl under publisher integration than
he has under nonintegration and printer integration when (l>~(xz) > 0. If,
however, (l>~(xz) ~ 0, integration may have no effect or a negative effect on
investment. ;

Thus the property-rights theory of the firm proposes a simple analysis of
the costs and benefits of integration. Starting from a position of noninte
gration, the benefit of printer integration may be to induce more specific
investment by> the printer, but the cost of integration is then necessarily a
lower investment by the publisher.

Equilibrium Ownership Structures

The property-rights theory predicts an equilibrium ownership structure that
is ex ante efficient. The reasoning is that, while contracts on future trade of
inputs and services may not be feasible or may be too costly to write, con
tracts exchanging ownership titles are simple and easy to enforce. Two
strong underlying assumptions of the theory are, first, that each contracting
party has enough resources to buy any ownership title that it values the
most (there are no wealth constraints) and, second, that once an efficient
ownership allocation has been achieved, there are no further gains to
retrading ownership titles. We shall relax each of these assumptions later
and consider the implications for equilibrium ownership allocations. For
now, however, we shall stick with these two underlying assumptions and
identify situations where, respectively, nonintegration, printer integration,
and publisher integration are optimal.

Nonintegration is the equilibrium ownership structure if and only if

V(X{VI, XfI) -lilt (xf'I) -If/z (XfI) ~

max{V(xfI, XiI) -If/1(xfI) -If/z(xiI ); V(XfI, XfI) -If/1(xt) _If/z(XfI)}

Otherwise, either printer or publisher integration obtains depending on
which one yields the higher total net surplus. In determining which owner
ship allocation is optimal, it is helpful to begin by characterizing the socially
efficient level of investments (xi, xi). A social planner maximizing the total
net ex ante surplus would choose (xi, xi) to satisfy the following first-order
conditions:
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av(xt, xi) '( *)
a =1fIzXz

Xz

(11.6)

Assuming that the social planner's optimization problem is concave,
these are necessary and sufficient conditions characterizing the socially effi
cient level of investments. If the two parties' investments are complemen
tary, then aZV(Xb xz)/aXZaXl 2:: 0. In that case, by comparing conditions (11.3),
(11.4)', and (11.5), we can observe the following:

1. If <I>;(Xi) > 0, printer integration results in higher investment levels for
both printer and publisher than under nonintegration.

Indeed, the printer invests more, since

and the publisher invests as much as or more than under nonintegration,
since aZV(Xb xz)/aXZaXl 2:: 0.

Similarly, publisher integration results in higher investment levels for
both parties. Therefore, when <I>;(Xi) > 0, nonintegration induces lower
investmen~ levels than either printer or publisher integration.

2. If <I>;(Xi) ~ 0, nonintegration results in (weakly) higher investment levels
than under either mode of integration. In that case nonintegration is the
efficient ownership allocation, since it induces the smallest underinvestment
of aU three allocations.

Note that situations where <I>;(Xi) ~ °are not implausible. Anytime
specialized investments (such as customized software) adapted to the
special skills of agent j are made, these investments could turn out to be
counterproductive when agent j is not hired ex post. In other words,
any customization toward agent j weakens the bargaining position of
agent i (even if he is the owner of all assets). .In that case integration is
counterproductive, since it discourages agent i's investment (by weakening
his ex post bargaining position) and thus in turn discourages agent j's
investment.
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Whether one of the integration modes is efficient when <I>[(Xi) > 0 cannot
be determined from conditions (11.3), (11.4), and (11.5) alone. Indeed, if
cI>[(Xi) is large, either form of integration may result in overinvestment, in
which case it is not obvious that integration dominates nonintegration.7

Depending on the specific functional form of Vex) and cI>i(Xi), nonintegra
tion or either integration mode can be optimal.

However,if 0 < cI>[(Xi) ::::; [dV(xf, Xj)]/dXi for all Xj, then integration always
dominatesnonintegration. In other words, if marginal returns on invest
ment are always highest under ex post trade between the two agents, then
vertical integration dominates nonintegration.

To sUmlnarize, this example illustrates that some form of integration is
optimal when marginal returns on investment are highest when all assets
and agents are combined in trade ex post, and when the marginal return on
investment remains positive if the owner of all assets does not hire the other
agent.

11.2.1.3 Equilibrium Investment Levels and Ownership Allocations in
the General Framework

Extrapolating from the bilateral example, there appear to be several simple
characterizations of equilibrium investments and ownership allocations in
a general setting. The example suggests that all ownership allocations might
result in underinvestment if marginal returns on investment are higher
when more assets and/or agents are combined in trade ex post. Similarly,
the example suggests that if a subset of assets are worth more when com
bined together, then they should be owned by one party. Such characteri
zations and others are indeed possible if a number of strong assumptions
are made about the underlying model.

Hart and Moore (1990) assume the following properties for YeS; A Ix),
d[V(S;A IX)]/dXi == Vi(S;A Ix), and 1f/i(Xi):

AI. The function 1f/i(Xi) is nonnegative, strictly increasing, and convex,
limXi"-t01J![(Xi) =0, and limxi-7x1J![(Xi) =00 for some 0 < x < 00.

7. The idea that ownership may result in overinvestment incentives has been noted in differ
ent contexts by Bolton and Whinston (1993), Rajan and Zingales (1998), DeMeza and
Lockwood (1998), and Bolton and Xu (2001). The general idea that these papers have in
common is that overinvestment is the result of the owner's attempt to get a better deal for
himself in ex post bargaining. He will be prepared to engage in socially wasteful investment
if this allows him to work out a better deal ex post.
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A2. The funCtion V(S; A I x) is an increasing and concave function of x, so
that Vi(S; A Ix) ~ 0; moreover, V(S; A Ix) ~ 0 arid V(¢; A Ix) = O.

A3. Vi(S;A Ix) = 0 if i E S.

A4. a[Vi(S; A Ix)]/aXj ~ 0 for all j"* i.

Assumption A4 implies that all agents' investments are complements.

AS. For all subsets S' ~ S, A' ~ A,

V(S; A Ix) ~ V(S'; A' Ix)+ V(S\S'; A \A' Ix)

Assumption AS is a superadditivity assumption implying that a group of
agents controlling a collection of assets can always create as much surplus
as or more surplus than the sum of the surpluses obtainable by subdividing
the group and assets.

A6. For all subsets S' ~ S, A' ~ A,

Assumption A6 is critical. As will become clear, it basically rules out the
possibility of overinvestment under any given ownership allocaJion. When
applied to the bilateral example considered previously, it implies in partic
ular that <I>~ (Xi) :::; [aV(Xb Xj)]/aXi for all Xj'

When these six assumptions hold, Hart and Moore (1990) show that the
following two-part proposition can be obtained:

1. For any ownership allocation m(S) there is underinvestment. That is, the
unique Nash equilibrium investment levels xe

( m) satisfy XI (m) :::; XI for each
i, where xI is the socially efficient investment level.

2. If marginal returns on investment are higher for all agents under own
ership allocation ill than m, that is,

then equilibrium investment levels are higher under ill than m,

xf(m) ~ xf(m)

and total ex post surplus increases,
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where W(x) is defined by

[

W(x)=V(S,Alx)- LlfIi(XJ
i=l

This proposition provides a simple method for evaluating the efficiency
of different ownership allocations. All that is required is to rank the differ
ent allocati9ns by the level of investments they induce. If allocation W(S)
induces higher investments for all agents than allocation co(S), then it is
clearly a more efficient allocation.

It is instructive to see why this result obtains. As it is somewhat complex
it may help to skip the following sketch of proof on first reading.

Given assumptions Al and A2, Nash equilibrium investments xe(co) are
given by the first-order conditions

for all i = 1, ... , 1. Or, using more compact notation, Nash equilibrium
investment levels are characterized by

Vg(x,m) \x=x< (OJ) =0

where

g(x, OJ) " [~p(S)V[S; OJ(S)[ x] - t, ljfi (Xi)]

(11.7)

(11.8)

Ex ante efficient investment levels, however, are obtained by maximizing

[

W(x)=V(S,Alx)- L lfIi (Xi)
i=l

and are characterized by

VieS, AI x) = lfI[(Xi)

for all i =1, ... , 1.
Now consider a change from allocation m to wsuch that
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for all x, and define

f(x, A) == Ag(X, m) +(1- A)g(X, co)

for some A E [0,1]. Let X(A) be the solution to

Vf(x, A) =° (11.9)

Totally differentiating equation (11.9), we then obtain

H(x, A)dx = -[Vg(x, m) - Vg(x, CO)]dA

where H(x, A) is the Hessian of f(x, A) with respect to x (matrix of second
derivatives).

Now, by the concavity assumptions Al and A2, H(x, A) is negative defi
nite. Moreover, by assumption A4, the off-diagonal elements of H(x, A) are
nonnegative. Together these properties imply that H(x, At1 is a nonpositive
matrix.8 Therefore,

dX(A) >°
dA -

so that

Next, de.fine

hex, A) == AW(x)+(l- A)g(X, co)

8. To see why H(x, Itt1 is a nonpositive matrix, it is helpful to consider the following 2 x 2
example:

Z =(Zll Z12)
Z21 Z22

where Zll < 0, Z22 < 0, Z12 =Z21 ;::: 0, and ZllZ22 - Z21Z12 > 0, by assumptions AI, A2, and A4. By
Cramer's rule we then have

Z-l _ I (Z22 -Z12)
detZ -Z21 Zn

a nonpositive matrix. In the general I x I case, Cramer's rule can also be used to establish this
result.
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By assumption A6

VW(x) ~ Vg(x, OJ)

for all x, and therefore, replicating the argument made before with I(x, ;1.,),
one can show that

x*~xe(OJ)

for all own!ership allocations OJ.
Finally, since W(x) is increasing and concave and since

VW[xe(m)]~Vg[xe(m), m] and xe(m)~ xe(OJ)

it follows that W[xe(m)] ~ W[xe(OJ)].

A number of simple implications immediately follow from this
proposition

1. If only one agent invests ex ante, that agent should be the owner of
all assets. This observation follows from the fact that the marginal return
from investing is increasing in the number of assets owned and by the
proposition.

2. Any asset must be owned by either group S or its complement I\S. This
observation follows again from assumption A6 and the proposition. It has
the important implication that ownership allocations where more than one
agent has veto power over an asset are inefficient. In other words,joint own
ership of assets is inefficient.

3. Strictly complementary assets should be owned together. Two assets are
said to be strictly complementary if access to one asset generates no value
without access to another asset. Formally, assets ak and al are strictly com
plementary if

VieS; A \{ak} Ix) =Vies; A \{al} Ix) =Vies; A \{ak' all Ix)

Again this implication follows straightforwardly from assumption A6 and
the proposition. Another way of putting it is that separating the ownership
of two complementary assets is like giving veto power to more than one
agent over the combined assets.

11.2.1.4 Example 2: A Printer-Publisher-Bookseller Example

Example 1 and the accompanying general framework provide the simplest
possible illustration of the prope~y-rights theory of the firm. They show
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how the ownership allocation inducing the highest level of investments
emerges as an equilibrium ownership allocatlon. We now provide an
example that illustrates how the Shapley value can be derived when three
agents are bargaining. It also illustrates how the simple prediction of the
property rights theory-that the equilibrium ownership structure is the one
inducing the highest level of investments-can break down in a simple
three-agent, three-asset extension.

Suppose now that 1=3 and that A = {ah az, a3}, with agent 1 as the printer,
agent 2 as the publisher, and agent 3 as the bookseller. Only the publisher
and printer need to make ex ante investments Xi in the first stage, but trade
in the second stage now requires all three parties.9 Any book or journal can
be sold only through a bookseller. The latter purchases books ex post from
the publisher, who mayor may not be integrated with the printer.

Suppose that integration with the bookseller is either too costly or not
possible for regulatory reasons, so that the only integration decision is, as
before, between the printer and publisher.lO We shall only briefly illustrate
the Shapley value in this three-agent example and discuss how the inte
gration decision between the publisher and printer may be altered by the
presence of the bookseller.

Suppose again that no ex post surplus can be generated without com
bining all three assets. Then, under nonintegration,

V({l}; {al} Ix) =V({2}; {az} Ix) =V({3}; {a3} Ix) =0

and

V[{1, 2}; {at, az} Ix] =V[{l, 3}; {at, a3} Ix] =V[{2, 3}; {az, a3} Ix] =0

If, however, all three agents form a group by trading access to their respec
tive assets, they generate a strictly positive surplus from trade

V[{1, 2, 3}; {at, az, a3} Ix] == V(x) > 0

Under nonintegration, the Shapley value then assigns an expected payoff
to each agent of

9. Ex ante investments are physical investments. There are no investments in human capital
here for simplicity.

10. Suppose, in addition, that the courts would find it difficult to enforce a contract between
the bookseller and the other parties promising a payment to one or both other parties if they
integrate.
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1
BI (NI Ix) = B2 (NI Ix) = B3 (NI Ix) = 3"V(x)

since (1) there are six equally likely orderings of group formation,

{1, 2, 3}, {1, 3, 2}, {2, 1, 3}, {2, 3, 1}, {3, 2, 1}, and {3, 1, 2}

(2) each agent is last in two out of six orderings, and (3) only the last agent
in the or~ering makes a positive marginal contribution:

V[{l, 2, 3}; {aI, a2, a3} Ix] - V[{i, j}; {ai, aJ Ix] =Vex)

In other words, when two out of three agents have already given access to
their assets, it is only the third agent that makes it possible to generate a
surplus of Vex) by also giving access to his own asset.

Under either printer or publisher integration the number of firms shrinks
to two. Now bargaining over access to all three assets is again bilateral
(between the integrated firm {1, 2}, which can grant access to assets {ah a2},

and the bookseller 3). Therefore, the Shapley value assigns an expected
payoff to the integrated publisher {1, 2} and the bookseller 3 of,
respectively,

1
~l-(I Ix)= ~(I Ix)= 2" Vex)

(where I stands for integration). Indeed, under integration there are again
only two equally likely orderings of group formation, ({1, 2}; 3) and (3; {1, 2}).

Thus, under printer or publisher integration, the printer's and publisher's
combined share of the ex post surplus is reduced from tVex) to t V (x).
Clearly, it would not be in the publisher's and printer's interests to merge
if merging weakened their ex post negotiating position to such an extent,
unless, of course, they were able to significantly increase the ex post surplus
by inducing significantly higher levels of investment.

To illustrate this point, suppose that only the printer invests ex ante. Then
the printer would invest more and generate a higher surplus under printer
integration than under nonintegration, since tV'(XI) > tV'(XI)' However,
printer integration would not occur in equilibrium if

12·
2" V (xPI) -If/(xPI) < 3" V (xNI ) - If/(xNI )

Thus the equilibrium ownership allocation in this example is not the socially
efficient allocation (see Heavner, 1999, for an extensive analysis of this
point). .
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11.2.1.5 Summary

The property-rights theory of the firm thus provides simple elements that
explain how ownership affects economic decisions and what the costs and
benefits of integration are. Ownership is mainly viewed as a bargaining
chip in ex post multilateral negotiations. Synergies in mergers are mainly
explained as resulting from higher investments induced by the merger.
Importantly, the property-rights theory of the firm does not view a merger
as resulting in a different form of transacting between the merged entities
as a shift from negotiation-based transactions to command-based transac
tions. All transactions take place in the same centralized marketplace under
any ownership allocation. Only the terms of trade (the Shapley value) vary
with the ownership allocation.

Another limitation of the theory is that it is mainly a theory of entre
preneurial firms run by owner-managers. As we highlighted earlier, the
theory predicts that ownership of assets by shareholders who are not in any
way related to the underlying business of the firm is inefficient. Ownership
should go only to agents who make ex ante investments, and it should not
be shared.

We shall return to these important limitations in section. 11.3. Before
turning to the modifications and extensions to the property-rights theory
required to widen the scope of application of the theory, we briefly turn to
a discussion of ownership and integration with substitutable investments.

11.2.2 A Framework with Substitutable Investments

With substitutable investments, higher levels of investment by agent j may
discourage investment by agent i. We shall illustrate how this result can
occur in a simple setup with three agents first considered by Bolton and
Whinston (1993). In this setup there is one upstream firm supplying scarce
inputs to two downstream firms. The ex ante investments of the two down
stream firms are substitutable because the two firms compete for inputs.
When inputs are in scarce supply, only the highest bidders (with the highest
ex post values) get to purchase the inputs. Therefore, an increase in invest- .
ment by firm j, which tends to raise its ex post v'alue for the input, may have
the effect of lowering the ex post profit of firm i, and thus discouraging firm
i from investing.

As we now illustrate, one then can no longer determine equilibrium
ownership allocations simply by looking at the level of ex ante investments.
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Moreover, equilibrium ownership allocations may be inefficient. This find
ing is not entirely surprising, since under imperfect competition, concen
trated ownership may serve the dual role of strengthening market power
and providing protection against ex post opportunism.

The setup considered in Bolton and Whinston differs from the Hart and
Moore framework in two main respects.

First, ex post surplus from trade is assumed to be random: downstream
firm Di, having made ex ante investments Xi, can generate an ex post surplus
by tem:ning up with upstream firm U of Vi(Xi, 8), where 8 is a random vari
able witl?- distribution f.l( 8) (i =1, 2). The random shocks are such that under
some realizations e, V1(Xh e) > Vz(xz, e), and under other realizations e,
Vz(xz , e) > V1(Xh e) (see Figure 11.1).

Second, the ex post multilateral bargaining solution is not the Shapley
value but something closer to a second-price auction. That is, Bolton and
Whinston show how noncooperative bargaining with outside options a la
Binmore, Rubinstein, and Wolinsky (1986, see also Sutton, 1986) results
in equilibrium terms of trade for inputs identical to those obtained in a
second-price auction, when

(11.10)

e

Figure 11.1
Ex-Post Surplus from Trade with Downstteam Firms, D1 and Dz

e
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When condition (11.10) holds, the upstream firm sells the input(s) to the
highest bidder at a bid equal to the second-highest value Vi(Xi, e). Although
Bolton and Whinston also consider cases where condition (11.10) does not
hold, as well as cases where there is no scarcity of inputs ex post, we shall
for the sake of brevity restrict attention to situations where inputs are
always scarce and condition (11.10) is always satisfied. These are situations
of extreme competition for inputs by downstream firms, where the Bertrand
(or Vickrey) equilibrium outcome, P = min{Vi(Xi' e), Vj(xh e)} is it better
reflection of the one-sided nature of negotiations than the Shapley value,
which gives the lower-value bidder a strictly positive ex post surplus.

Suppose that only downstream firms make ex ante investments (such as
promotion or advertising of their respective final products) and that the
cost of investment, as before, is given by 1Jfi(Xi). Suppose, in addition, that
subsection 11.2.1.3's conditions in assumption Al hold for 1Jfi(Xi) and in
assumption A2 hold for Vi(Xi, e) and Vj(Xj, e). Let 8 1 denote the subset of
realizations of e such that VI(Xl , e) > Vz(Xz, e) and 8 z the subset of realiza
tions of e such that VZ(X2' e) ;::: V1(Xb e).

11.2.2.1 Socially Optimal Investment Levels

The ex ante optimal investment levels (xi, x~) maximize the expected ex
ante net surplus given by

fel Vi (Xl> e)dJ1(e) -lfII (X1)+ fez V2 (xz, e)dJ1(e) -ljfz(Xz)

Given our assumptions on 1Jfi(Xi) and Vi(Xi, e), this is a concave objective
function, so that the ex ante efficient investment levels are 'characterized by
the first-order conditions

(11.11)

11.2.2.2 Equilibrium Investment Levels under Nonintegration

Remarkably, equilibrium investment levels under nonintegration satisfy
exactly the same conditions and are therefore efficient. To see this result;
we need to start from the ex post bargaining outcome and move backward
to the investment stage. The" ex post bargaining outcome under noninte
gration is that the downstream firm with the highest value gets the inputs
at a price equal to the second-highest value. Thus ex post payoffs for down
stream firm Di are given by



(11.12)
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max{O, V; (Xi, e) - Vj (Xj, en
and ex ante expected payoffs are

feJV;(Xi' e)-Vj(Xj, e)]d.u(e) -If/Axi)

Hence, Nash-equilibrium investment levels XN1 = (XfI, xrI) under noninte
gration are characterized by the first-order conditions

r dV;(X{"I, e)d.u(e) = If/[(xf''I)
Je; dXi

It is immediately apparent that equations (11.11) and (11.12) are the
same and therefore that equilibrium investment levels under nonintegra
tion are ex ante efficient.There is a basic economic logic for this result. Each
downstream firm gets to appropriate exactly its entire ex post rent when it
is positive (the amount by which its value exceeds that of its rival). So each
downstream firm seeks to maximize the expected ex post rent, which is the
same as the social objective.

Since nonintegration induces efficient equilibrium investments in this
example, it is tempting to conclude that nonintegration is necessarily the
equilibrium ownership allocation. This is not the case, however. The basic
reason, as mentioned earlier, is that the upstream firm U and one of the
downstream firms D i can strengthen their combined market power at the
expense of the other downstream fin?:1 by vertically integrating. Or, to use
the terminology in Bolton and Whinston, vertical integration provides anti
competitive gains in the form of partial (or total) foreclosure of the unin
tegrated downstream firm.

To see this point, start again from the ex post bargaining outcome and
suppose that downstream firm D I is vertically integrated with U.

11.2.2.3 Equilibrium Investment Levels under Vertical Integration
{D1, U}

The integrated firm's ex post payoff is

min{Vl (Xl, e), Vz(Xz, e)} +max{O, Vl (Xl, e) - Vz(Xz, e)}

where the first term is U's payoff and the second DI's payoff. This expres
sion is equal to
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Thus the integrated firm's ex ante expected payoff is

IeV1(Xl, 8)dj.L(e) -lilt (Xl)

and its equilibrium investment level is characterized by the first-order
conditions

f· all;. (xyI, e)d (e) _ '( VI)
Je aX1 j.L -If/1 Xl

In other words, the integrated firm now overinvests, since it gets to appro
priate not only its entire expected ex post rent but also part of the other
downstream firm's ex post rent, as Figure 11.2 highlights. Since the verti
cally integrated firm overinvests, the unintegrated firm D 2 now underin
vests, since the set of states 8 2 in which it gets a positive rent is now smaller
(see Figures 11.2 and 11.3 for an illustration).

As a result of the integrated firm's overinvesting, firms U and D1 gain by
integrating, while firm D2 loses (see Figure 11.3 for an illustration of the
increased ex ante expected payoff under vertical integration).

Surplus of vertically
integrated firm
{D1• U}

Figure 1l.2
Expected Surplus from Trade for {D l , U} and Dz
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Marginal social gain
an increase

in investment dX1

/
Marginal "expropriation" of
02'S rent resulting from
an increase in investment dX1

Figure 11.3
Marginal Expected Gain from Investment for {Dh U}

Therefore, nonintegration cannot be an equilibrium outcome here even
though it supports an efficient investment outcome. The three contracting
parties must be able to enforce an agreement ex ante not to engage in any
retrading of assets to ensure the stability of nonintegration. Agreements
preventing any future retrading of assets, however, are rarely seen and
appear to be impractical. In reality, an, owner may need to trade his asset
for many different reasons, and a wholesale ban on future trades may be
highly inefficient. The only possible alternative then is to write a contract
specifying the contingencies when an asset can be sold and those when it
cannot. However, the same reasons that make it too costly to write contin
gent long-term contracts on future trade of inputs or other commodities
would appear to make it prohibitively costly to write a long-term contin
gent contract specifying future trades of assets. To be consistent, it is rea
sonable to assume that it is simply not possible to write contracts regulating
future trade of assets.

In that case, nonintegration cannot be an equilibrium ownership alloca
tion, since the upstream firm and one of the downstream firms can achieve
a higher joint payoff by deviating and vertically integrating.
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11.2.2.4 Equilibrium Ownership Allocations

So far we have not formally defined the notion of equilibrium for owner
ship allocations. A new difficulty arising from the possibility for future
retrades of assets is that the desirability of the current trade depends in
part on parties' expectations on future retrades. To deal with this issue in
a general way, Bolton and Whinston introduce a weak notion of stability
by imposing strict conditions on feasible future retrades. Specifically, they
define an equilibrium (or quasi-stable) ownership allocation to be such that
there do not exist any deviating trades that are guaranteed to strictly raise
the payoffs of all parties to that trade. A payoff increase for an agent is
guaranteed if it is obtained regardless of whether any future trades occur
that do not involve that agent.

According to that equilibrium notion, nonintegration is clearly not stable,
since, for example, U and D 1 can guarantee a higher joint payoff by verti
cally integrating. Their payoff increase is guaranteed because no other trade
of assets without U and D1 is feasible.

However, vertical integration by U and D1 is an equilibrium allocation,
since D1 is not guaranteed a higher payoff by reverting back to noninte
gration. If it does so, D 1 individually exposes itself to a retrade resulting in
the integration of U and Dz. Similarly, if U and D1 deviated by purchasing
Dz's asset, they would lower their joint payoff, since then D2 would have no
incentives to invest ex ante.

To summarize, the analysis in Bolton and Whinston points to an important
difference in the predictions of the property-rights theory of the firm as
they apply to settings in which investments are complementary, or settings
where firms are in competition so that their investments may be substitutes.
Roughly speaking, in situations where there is little or no competition ex
post, ownership primarily serves the role of providing a valuable bargaining
chip to protect ex ante investments. However, in situations where firms
compete ex post, concentrated ownership serves the dual role of strength
ening market p~wer and providing protection against ex post opportunism.
In that case, equilibrium ownership allocations may well be inefficient.

11.3 Financial Structure and Control

The property-rights theory of the firm provides the first formal elements of
an answer to the fundamental question posed by Coase (1937) of why there
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are fums, what they do, and why there are organizations directing produc
tion and the allocation of goods or services outside the marketplace.

However, it does not account for the basic observation associated with
the names of Berle and Means (1932) that in most corporations ownership
is separated (at least partially) from control. Professional managers (with
minimal ownership stakes in their fums) rather than shareholders run most
large corporations. As we saw in Part I, this separation of ownership and
control cryates a fundamental agency problem. Though we have considered
the problem of how to optimally trade off risk sharing and incentives, we
have not ,addressed the issue of why control is separated from ownership
and what the implications of this separation are for the theory of the fum.

Besides risk aversion and the desire to diversify risk, an obvious reason
why ownership is separated from control is that the agents who benefit the
most from the protection of ownership do not always have the means to
acquire these valuable ownership rights. They are wealth constrained. To
become owners they must then raise the funds necessary to purchase the
assets from wealthy third parties. These third parties will have no special
connection with the fum's business, but nevertheless will insist on getting
protections of their own to ensure that their investments are repaid. These
protections may be in the form of voting or veto rights if they become
equity owners, or collateral and other debt collection rights if they become
creditors. Thus managers' wealth constraints provide a simple immediate
explanation for the separation of ownership and control observed in most
corporations.

How does the answer to the question of who should own a set of pro
ductive assets change when the agent or agents who need access to these
assets are wealth constrained? We shall begin by considering this question
in the simplest possible setup, with only one productive asset and two
agents, the manager and the financier. This setup was first considered by
Aghion and Bolton (1992), who have pointed out that debt financing can
be seen as a way of allocating control in a "state-contingent" fashion, with
equity holders or managers retaining control in nondefault states and cred
itors taking control in default states. Aghion and Bolton assume that finan
cial contracts are incomplete only to the extent that they cannot be made
fully contingent on all future states of nature. In particular, financial con
tracts can be a function of realized profits, as in standard agency models. A
stronger assumption is made in Bolton and Scharfstein (1990, 1996) and
Hart and Moore (1989, 1994, 1998), where financial contracts cannot be



523 Incomplete. Contracts

based on realized profits, as cash flows are either not observable to the
financier or not verifiable by a court. We shall illustrate how the weaker
assumption in Aghion and Bolton provides a richer theory of optimal
(state-contingent) control allocations. In contrast, the stronger assumption
of nonverifiability of cash. flows in Bolton and Scharfstein, and Hart and
Moore, gives rise to a dynamic theory of debt.

11.3.1 Wealth Constraints and Contingent Allocations of Control

Consider the start-up financing problem, where a risk-neutral wealth
constrained entrepreneur E needs· funds K > 0 to start a venture. These
funds can be obtained from a risk-neutral inyestor (say a venture capital
ist) I, who has unlimited resources.

Once the venture is up and running, some event 8 may occur affecting
the future profitability of the project and requiring new actions a to be
undertaken. These actions involve private costs or benefits to the entre
preneur, h(a, 8), which may vary with the realized event. Once these actions
have been taken, some time elapses, returns r are realized, and the venture
is wound down. The utility function over income and actions of the entre
preneur is

UE(YE., a) = YE +h(a, 8)

The entrepreneur values monetary returns from the project YE as well as
other diniensions of her job, such as personal satisfaction from completing
a project she created, her reputation, the benefits of being her own boss,
the ability to take time off when she wants, the benefits of retaining the
business in the family, and so on. We label all these other dimensions as
"private benefits."

The investor, however, cares only about money, since he does not take
an active part in the business. Therefore, his utility function is simply

U1(YI, a) =YI

This is the basic setup considered by Aghion and Bolton (1992).11
Because the entrepreneur values other things besides money, conflicts of

interest may arise between the two contracting parties. Situations may arise

11. Note that there are no ex ante "noncontractable" investment decisions in this framework.
Here control allocation is driven by considerations of ex post inefficiency and not by ex ante
investment inefficiencies.
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where the entrepreneur wants to take an action that does not maximize
the monetary return from the project. To some extent these conflicts of
interest can be resolved contractually ex ante or ex post. However, as
we shall see, contractual incompleteness together with the entrepreneur's
limited wealth constraint makes it impossible to completely resolve all
conflicts contractually. As a result, the allocation of control-who gets to
make the critical decisions-is an important dimension of the financial
contract. !

As simple as this basic setup is, there is nevertheless a fairly complex set
'of finimcial contracts over which the parties can optimize. Hence, to keep
things as simple as possible, Aghion and Bolton allow for only two possi
ble events, a "good" and a "bad" one, e E {eB , eG}. In addition, only two
courses of action can be considered, say, "liquidation" or "continuation,"
following the realization of the event e, a E {aL' ad. Finally, realized rev
enues can take only two values, r E {O, 1}. The ex ante probability of a
"good" event is given by

Pr(e =eG ) =p E [0, 1]

and the probability of a high return conditional on event ei (i =B, G) and
action aj (j =L, C) is given by

y; =Pr(r=1\e=ei ;a=a)

Also, it is convenient to write

To have an interesting problem, the required action must, of course,
vary with the realized event. The convention is that continuation is
more efficient in the good state, while liquidation is better in the bad state,
so that

yg +118 > yf +hf!

and

yf +hf > y~ +/z!

Finally, the project must obviously yield a high enough expected return so
that the investor is willing to put up money, so that

pyg +(1-p)yf >K
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11.3.1.1 Financial Contracts, Bargaining, and :Renegotiation

Financial contracts are assumed to be incomplete only to the extent that
repayments to the investor and future action choice cannot be made con
tingent on the realization of the event 8. The contract can, however, pre
scribe an action plan contingent on a signal S correlated with 8-a(S)-as
well as repayments contingent on the signal S, the realized return r, and the
prescribed action a-t(S, r, a).

Consistent with other simplifying assumptions, the signal can take only
two values, S E {SG' SB}, with

pG =Pr(S=SG 18=8G»t

and

pB =Pr(S =SB 18 = 8B» t

Note that the distance

can then be taken to be a measure of the degree of incompleteness of the
contract.

Although Aghion and Bolton allow for general contracts contingent on
actions, it is both simpler and more realistic to restrict attention to contracts
that cannot prescribe future actions or specify payments contingent on
action choice. This would be the case if the action chosen were unobserv
able to the other party, as in a standard setting with moral hazard. Hence,
we shall consider only contracts that allocate control rights (but do not
prescribe specific actions), and specify only repayments t(S, r) (indepen
dent of action choice). Since there are only two possible return realizations,
r E {a, 1}, we can also restrict attention to affine transfers lower than or
equal to r given the entrepreneur's wealth constraint

t(S,r) = tt;r+ kt; sr

Given that contracts are incomplete, it is pos~ible that the contract agreed
on initially may result in an inefficient action choice after the realization of
8. In that case the contracting parties would want to renegotiate the initial
contract.

We shall suppose that the entrepreneur can make take-it-or-Ieave-it
offers both at the initial contracting stage and at the renegotiation stage.
This assumption reflects a situation of extreme ex post opportunism by the
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entrepreneur: once the investor has handed over the money and the invest
ment has been sunk, he is at the mercy of the entrepreneur. He can rely
only on legal enforcement of the initial financial contract to get his money
back.

11.3.1.2 Entrepreneur Control

Under entrepreneur control, actions are chosen to maximize the entrepre
neur's payoff

ak =argmax{yj(1-tl )-kl +hH
aj

where i E {G, B} refers to the state of nature ai, I E {G, B} to the signal, and
j E {C, L} to the chosen action. Given that the entrepreneur gets both mon
etary returns and private benefits, she may not always choose the action
with the highest expected return yJ. She is more likely to choose an action
with a low yJ to the extent that her share of monetary returns is lower. If
she were a 100% claimant on the project's return, she would always choose
the ex post efficient action. However, in that case the investor would get no
compensation for his investment. Therefore, even under an optimal initial
contract it may not be possible to induce the entrepreneur to choose the ex
post efficient action for all realizations of Sand a. However, we shall show
now that even if the optimal ex ante contract induces the entrepreneur to
choose an inefficient action for some realizations of the signal S and the
state a, ex post renegotiation will result in an efficient action choice.

To see this result, consider, for example, the situation where the optimal
ex ante contract induces the entrepreneur to continue (that is, choose a =

ad when S= SG and a= aG,

yg(1-tG)+~;:: yr(1-tG)+hr

but not when when S = SB and a= aG,

yr(1-tB)+ hr ;:: yg(1-tB)+~

In that case the entrepreneur and investor would renegotiate the contract
when S= SB and a= aGo That is, the entrepreneur would make a take-it-or
leave-it offer to the investor to choose ac instead of aL in exchange for a
new transfer of



527 Incomplete Contracts

which leaves the investor with the same payoff as in the initial contract
under choice of action aL' This renegotiation offer allows the entrepreneur
to appropriate the entire gain from renegotiation

yg + tzg -(yr +hr)

and to attain a strictly higher payoff:

yg - yrtB +tzg > Yr(l-tB)+hr

since, by assumption, yg + hg > yr + hr.
It is easy to verify that under any initial contract, renegotiation will

always lead to an efficient action choice. In other words, entrepreneur
control always achieves efficiency (possibly following renegotiation). The
general principle here is that, since the investor has unlimited wealth, he
can always bribe the entrepreneur to take the ex post efficient action.

The problem under entrepreneur control thus is not inefficient invest
ment but inadequate investor protection. The basic reason why the investor
may not be adequately protected under entrepreneur control is that even
if the entrepreneur does the right thing, the investor does not get to share
the returns from renegotiation. Venture capitalists and other investors are
well aware of this problem. It is for this reason that they generally insist on
veto rights or majority control as a condition for investment (see Kaplan
and Stromberg, 2003, for empirical evidence).

To see 'when the investor does not get sufficient protection under entre
preneur control, suppose that

hg > hr but hl <h!

In that case the entrepreneur is led to choose the ex post inefficient action
of continuing in the bad state unless she gets a sufficiently large financial
stake in the finn.

Let

I1B == (yl +hl)-(y! +h!)

denote the difference in total payoffs in the bad state (between liquidation
and continuation), and let

11~ == yl- y!

denote the difference in monetary returns in the bad state.
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Now the investor and entrepreneur have three possible contractual
strategies to get the entrepreneur to choose liquidation over continuation
in the bad state:

1. They can rely eniirely on ex posi renegotiation; in that case, the contract
providing the highest return to the investor is the one giving all future
revenue streams to the investor, it; = 1 and kt;= 0 for S= SG' SB. The investor's
ex ante expected payoff is then

Note that the investor's payoff is no more than IlR because he gets no addi
tional gain from renegotiation in state eB•

2. They can write a renegotiation-proofcontract giving the entrepreneur the
right financial incentives to choose liquidation over continuation in the bad
state: the renegotiation-proof contract providing the highest return to the
investor while maintaining the entrepreneur's incentives is such that

t:"B _t:"B
1-tt;= Y forS=SG,SB(andkt;=O)

t:,,~

The investor's ex ante expected payoff under this contract is

IlNR =(pyg +(l-p)yf]tt;

or

3. They can write a contract that is partially renegotiation-proof in the bad
state. Such a contract would set

t:"B
tB =Ii and tG =1 (withkt; =0)

t:"Y

The investor's ex ante expected payoff under this contract is then

IIPR =pyg[pG +(1-pG) ~; ]+(1-p{(1- pB)y! +pBy}' ~]

Interestingly, renegotiation-proof contracts do not always give the best
protection to the investor. The reason is that, to avoid renegotiation, the
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investor must give up a large financial stake. Such a concession is
excessive in the good state. The investor can therefore do better by attempt
ing to target a large financial return for the entrepreneur only in the bad
state.

In sum, entrepreneur control always results in an efficient investment
policy, but, unfortunately, it does not provide sufficient investor protection
when

max{I1R ,I1PR , I1 NR } < K

11.3.1.3 Investor Control

By giving control to the investor the contract can ensure that the action
maximizing monetary returns gets chosen without having to bribe the entre
preneur. Control thus gives added protection to the investor and ensures
that he will invest in the venture. The investor's ex post payoff is

y;t[ +k[

so that he will want to choose the action maximizing yJ if and only if
t[ ~ O.

Although a financial contract with t[< 0 is feasible, the contracting parties
would never gain by having t[ < 0 under investor control. Indeed, the
investor would then at best act like the entrepreneur by choosing actions
that minimize yJ. He would then get a lower payoff than under entrepre
neur control. Therefore, we can restrict attention to t[ ~ 0 under investor
control. The investor will then always choose the action with the highest
expected monetary return yJ.

By doing so, the investor does not necessarily choose an ex post efficient
action (he maximizes only monetary returns but not overall returns). For
example, if

yt> yg

the investor may choose to liquidate in the good state even though it is
ex post efficient to continue. This scenario is n()t implausible. Indeed, one .
often hears entrepreneurs and managers complain that investors are exces
sively "short-termist"-that they do not put enough value on preserving the
firm as a going concern. This example provides a simple illustration of this
conflict.
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Now it would seem that if the initial contract induces the investor to
choose an inefficient action ex post, then-as under entrepreneur control
ex post renegotiation would lead to an efficient choice of action. This is,
however, not the case. The reason is that the entrepreneur is wealth con
strained and does not necessarily have the financial resources to bribe the
investor to continue rather than liquidate. The entrepreneur would be
unable to effectively bribe the investor whenever

yg(l- tz)-kz<tz(yr - yg)

The LHS represents the entrepreneur's total pledgeable wealth in state (JG

under the renegotiated action choice ac, and the RHS represents the
minimum bribe required to get the investor to switch from liquidation to
continuation.

Thus ex post efficiency under investor control is assured only if

yg-kztZ::;;--G-
YL

Setting tz = (yg - kz)/yr, the investor's ex ante expected payoff is then given
by

p[pGyg +(l_ pG)yg]+

(l-PJk[(Yi'YfkB }t+kB ]+(l_P~>[(Yi';rlca}t +kG]}
Now, if the liquidation value is lower in the bad than in the good state,
yf ::;; y2 (which seems reasonable), then it is straightforward to see that
the investor's ex ante expected payoff is strictly increasing in kG and kB •

Hence, the optimal compensation scheme (ensuring ex post efficiency)
under investor control is to maximize kzsubject to the constraints that tz ;:::
oand kz::;; 0 (the latter constraint is simply the entrepreneur's ex post limited
wealth constraint when r =0).

Assuming that yf ::;; y2 (a sufficient condition), we conclude that the
optimal ex post efficient compensation contract is such that kz = O. In other
words, under investor control the optimal ex post efficient compensation
contract is an equity contract with an equity stake for the investor of
t =yg/yr. The investor's maximum ex ante expected payoff under an ex
post efficient contract is then
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G

TIl =[Pyr +(1- p)yf] y~
YL

Note that the result that equity is an optimal contract is not robust.
Indeed, if we were to relax the entrepreneur's ex post wealth constraint
from kz s 0 to k z s w (where w > 0), then the optimal compensation con
tract would be a combination of equity [t = (yg - w)/yy] and (collateralized)
debt (k =w). The larger the entrepreneur's initial wealth w is, the more (col
lateralized) debt she would incur. This result is not entirely surprising. By
lowering the equity stake of the investor, the optimal contract is giving
lower-powered incentives to the investor and thus minimizing his ex post
opportunism.

Unfortunately, even the best ex post efficient contract for the investor
may not provide a sufficient return to cover the investment outlay K. In
that case, the contracting parties may be forced to write an ex post ineffi
cient contract-one that sometimes lets the investor liquidate rather than
continue in the good state. If a contract with tz s yg/yr for both realizations
of the signal l E {SE, SG} is not feasible, then the next best contract is the
one where tB = 1 and tG =yg/yy' This contract induces an ex post efficient
outcome when the more likely signal SG is realized in state 8Gand an inef
ficient action choice when SB is realized. The investor's ex ante payoff under
this contract is then

TIl =pfpGy!, +(l-pG)yfl+(l- p{pBYI +(1-pB)~~ yl]

Note that the maximum achievable payoff for the investor here is
obtained by maximizing the ex post inefficiency in state 8G and setting
both tB and tG equal to 1. The investor's ex ante payoff under this contract
is TIl = py2 + (1 - p)y{ This highly inefficient contract is always feasible,
since

pyr +(1- p)yf ~pyg+(1- p)yf > K

11.3.1.4 Contingent Control

To summarize our analysis so far, we have found that entrepreneur control
is always efficient but may not be feasible, while investor control is always
feasible but may not be efficient. We now show that when only inefficient
investor control is feasible, a more desirable or efficient control allocation
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may be available that allocates control to the entrepreneuronly when SG is
realized and to the investor when SB occurs.

Suppose that

yr > yg and hf < ~

so that the entrepreneur and investor have conflicting objectives in both
states of nature. Under this assumption about underlying cash flows and
private benefits, the entrepreneur is always in ~avor of continuation, while
the investor is always in favor of liquidation. It is only efficient to continue
in the good state, so that an efficient state-contingent control allocation
would be to give the entrepreneur control in the good state and the investor
control in the bad state. Since state-contingent control allocations are not
feasible, the best approximation to this allocation is to have the signal
contingent allocation that we described previously.

Consider this signal-contingent allocation, and suppose that t[ = 1 and
k[ = 0 for I = SB, SG' Under this financial structure the investor's and entre
preneur's ex ante payoffs are, respectively,

fisc = p[pGyg +(1- pG)y£']+(l_ p)[PByf +(1-pB)yg]

and

7l:sc =p[pG h8 +(1- pG)h£,]+(l- p)[PB hf +(1- pB)(yf - yg +hf)]

Indeed,

1. In the event (8G, SG) (which occurs with probability ppG) the entre
preneur has control and chooses the ex post efficient action ac. This choice
yields ex post payoffs of yg for the investor and hg for the entrepreneur
(given the cash-flow-sharing rule t[ =1 and k[ =0 for l =SB, SG)'

2. In the event (8G, SB) [probability p(l - pG)] the investor has control and
chooses the inefficient action aL (given the sharing rule tB =1 and kB =0,
this outcome cannot be renegotiated). The ex post payoffs are then, respec
tively, y£' for the investor and hE for the entrepreneur.

3. In the event (8B, SB) (probability (1 - p )pB) the investor has control and
chooses the efficient action aL' The ex post payoffs are then, respectively,
yf for the investor and hf for the entrepreneur.

4. In the event (8B, SG) [probability (1 - p)(l - pB)] the entrepreneur has
control, threatens to choose the inefficient action ac in the absence ofrene-
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gotiation, and obtains a renegotiation rent of yf - yg. The ex ,post payoffs
are therefore yg for the investor and yf - yg + hE for the entrepreneur.

In contrast, the entrepreneur's payoff under investor control (with tB = 1
and to = yg/yf) is

fcI =p[pG hi! +(1-pG)hf]+(l- p){pBhl' +(1-pB{YI(1- ~~)+hI ]

Comparing 7l:se with 1cl. it is straightforward to check that 7l:se > 1cl whenever

yg yg
-<-
yf yf

Similarly, a comparison of the investor's ex ante payoffs under the two
control allocations, lIse and ITl. yields that lIse> ITl whenever

o B
Ye < Ye
yf yf (11.14)

That is, contingent control (with t[ =1 and k[ =0) gives the investor a higher
payoff than investor control (with tB =1 and to =yg/yf) whenever the dif
ference in monetary returns between liquidation and continua~ionis higher
in the good state than in the bad state. Vice versa, when the opposite
inequality holds, contingent control is preferred over investor control by
the entrepreneur.

We can summarize the analysis of contingent control as follows. When
yg/yf < yg/yf and only investor and contingent control are feasible, then con
tingent control is the preferred choice of the entrepreneur. When yg/yf >
yg/y?" then contingent control (with tB =1 and to =yg/yf) is the equilibrium
outcome only if neither entrepreneur nor investor control is feasible. There
may indeed be some investments with high setup costs K that are feasible
under the contingent-control allocation but not under investor control
(with tB =1 and to =yg/yf).

Comparing contingent control with entrepreneur control, note that in the
limit as po --7 1 and pB. --7 1, we have

lIse --7 pyg +(1- p)yf >max{lIR , lINR }

Also, it is straightforward to check that lIse> lIpR•Therefore, as po --7 1 and
pB --7 1, there are values of the setup cost K such that
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For those values of K, contingent control is the contracting outcome either
when yg/yf < yg/yr or when yg/yf > yg/yr and K> IT1•

12

11.3.1.5 Comments

The Aghion and Bolton model provides one answer to the question of who
should control a firm when the agents who set up the firm are wealth con
strained. Their answer is consistent with the result of Hart and Moore
(1990) that the most efficient ownership or control allocation is to give all
control rights to those agents making ex ante investments or those agents
having an essential role in production. In the Aghion and Bolton model the
most efficient allocation is entrepreneur control. However, their analysis
points out that this allocation may not be feasible when these critical agents
are wealth constrained. Control must then be shared with investors.

Under some circumstances, the equilibrium-control allocation is a
contingent-control allocation. This situation can be interpreted as a form of
debt financing or, perhaps more plausibly, as a form of venture-capital
financing. The venture-capital interpretation was first suggested by Berglof
(1994). More recently Kaplan and Stromberg (2003) have argued that the
contingent-control allocation describes quite accurately some key features
of venture-capital investment contracts. Their empirical analysis, which is
based on 200 venture-capital deals by 14 venture-capital partnerships with
118 firms, stresses that cash-flow rights· are generally allocated separately
from voting or board rights and that future financing and control rights are
often contingent on observable measures of firm performance. Generally,
the venture-capital lead partner obtains full control if the firm performs
poorly, and if the firm performs well the entrepreneur can increase her
control rights.

11.3.2 Wealth Constraints and Optimal Debt Contracts when Entrepreneurs
Can Divert Cash Flow

The Aghion and Bolton analysis can explain different forms of outside
financing when entrepreneurs are wealth constrained. In their model,

12. Some readers may note that the analysis of contingent control here is somewhat different
from Aghion and Bolton (1992). The reason is that the comparison between the two control
structures in that paper is incomplete (but see Vauhkonen, 2002, for a more complete
comparison).
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outside investors may take a controlling equity position, may hold non
voting shares (which give them no control rights whatsoever), or may write
a financial contract that gives them contingent-control rights. The last type
of financial contract can take different forms. It could be a contingent veto
right, an option contract like a warrant, or a debt contract.

Debt is a special form of financial contract inducing a special form of
contingent-control allocation. First, debt is generally a fixed repayment
claim on the firm, which is independent of realized cash flow. Second, debt
involves a transfer of control from the entrepreneur to the creditor(s) only
in states of nature where the entrepreneur is unable or unwilling to honor
her fixed repayment claim. In that case the entrepreneur is said to be in
default of her debt obligation. Third, when the entrepreneur defaults on her
debt repayment, the creditor(s) generally have the right to seize the firm's
cash flow up to the point when the repayment is fully met.

To be able to explain why debt financing is an efficient financial contract,
one needs to introduce other features into the Aghion and Bolton frame
work besides their form of contractual incompleteness. If one makes the
additional assumption that realized cash flows are either private informa
tion to the entrepreneur or nonverifiable to third parties, then debt can be
an optimal financial contract. The reason is that with uno1Jservable (or
unverifiable) cash flows it is e"asy for the entrepreneur to engage in self
dealing by diverting cash flow from the firm. The investor's only responses
then are to threaten to foreclose on the firm's assets or to cut off future
lending if the entrepreneur does not meet a fixed repayment.

The first models with unobservable or unverifiable cash flow that derive
an optimal investment contract with the three main characteristics of
debt-a fixed repayment claim, a right to foreclose on the firm's assets in
case of default, and priority repayment in case of default-are due to
Bolton and Scharfstein (1990) and Hart and Moore (1989, 1998). We shall
consider a simple model of debt financing with nonverifiable cash flow,
which is a special case of both the Hart and Moore (1998) and Bolton and
Scharfstein (1990) models.

To set the stage, we begin by briefly discussing the earlier literature on "
the optimality of debt as a financial contract. As discussed in Chapter 5, the
first models of optimal debt are due to Townsend (1979), Diamond (1984),
and Gale and Hellwig (1985). Cash flow is assumed to be private informa
tion to the entrepreneur in these models, and investors are assumed to only
observe realized cash flow at a cost. There is a positive monitoring cost,
which the risk-neutral contracting parties will attempt to minimize. It is
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efficient to only monitor (or inspect the books) for a subset of reported
earnings. Over the set of reported earnings for which there is no inspec
tion, incentive-compatible truthful reporting of earnings requires that
repayments to investors must be independent of reported earnings. This
requirement explains why it is optimal to have a fixed repayment claim, the
first characteristic of debt. Then, in order to minimize monitoring costs, it
is optimal to inspect only low reported earnings and to have creditors claim
the full realized cash flows. This fact explains a second characteristic of
debt-that creditors have priority in default. However, the third character
istic-the right to foreclose on the firm's assets in case of default-cannot
be adequately explained with this approachP Other models of debt as an
optimal financial contract, based on moral hazard with or without renego
tiation (Innes, 1990, Matthews, 2001, or Dewatripont, Legros, and Matthews,
2003), do not account for creditor foreclosure rights either.

11.3.2.1 A Simple Two-Period Problem

We now tum to the analysis of a simple dynamic investment problem where
a critical feature of the optimal financial contract is the investor's right to
foreclose on the firm's assets in case of default. Consider a risk-neutral
entrepreneur with an investment project requiring an investment outlay
K> 0 in period 0 and returning a random cash flow r E to, rH

} in period
1. The probability that the high-cash-flow outcome is realized is given by
Pr(r = rH

) =p E [0, 1]. Suppose for simplicity that there is no discounting
and that the equilibrium interest rate is zero. We shall assume that p and
r H are large enough so that the investment has a positive net expected
return and is worth undertaking:

prH>K

Suppose that the entrepreneur has no initial wealth and turns to a
wealthy, risk-neutral financier to fund the project. If cash flow r is observ
able to both parties and verifiable by a judge, the wealthy financier will
agree to lend any amount L to the entrepreneur such that

prH"C. L"C.K

in return for an rH-contingent repayment tH(L) "C. LIp.

13. As stressed in Chapter 5, the optimality of debt in these models hinges critically on the
assumed risk neutrality of the parties. Also, to obtain the type of irispection policy that can be
interpreted as a risky debt contract with bankruptcy costs, random inspection and renegotia
tion must be ruled out. Finally, it is tecfinically difficult to extend the result of optimality of
debt to multiperiod settings (see Gale and Hellwig, 1989; Chang, 1990; Webb, 1992).
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If, however, cash flow r is privately observed by the entrepreneur, or is
not verifiable in court, then this one-period project cannot get any outside
funding. Indeed, if r is privately observed by the entrepreneur, she will never
disclose the realization of rH

, and the investor would never get his money
back. Similarly, if r H is observable to both parties but not verifiable in court,
the entrepreneur would refuse to pay tH(L) when rH is realized, and the
investor would not be able to enforce payment in court. Either way, an
extr~me form ofcredit rationing obtains because of the inability to enforce
repayment in high-cash-flow states.

This extreme form of inefficiency, however, obtains only in the special
case of one-period-lived projects. For multiperiod projects, where cash flows
occur repeatedly over time, it can be substantially reduced. The basic reason
is that when investment projects generate cash flows repeatedly over time,
the investor can induce her to make repayments either by threatening to
foreclose on the entrepreneur's assets in case of nonpayment (as in Hart
and Moore, 1998) or by threatening to withhold future funding (as in Bolton
and Scharfstein, 1990).

To see how this threat works, consider the sa.me investment problem as
before but now twice repeated. That is, the first investment project with an
outlay of K >°in period°generates a random cash flow r E {o,~} in period 1.
The second project also requires an outlay of K >°in period 1 and generates
an identically and independently distributed cash flow r E to, rH

} in period 2.14

In this longer-horizon investment problem, a long-term investment con
tract specifies the following:

1. The size of the initial loan, Lo ;;:: K.

2. The size of the loan commitment in period 1 contingent on a high repay
ment tH(Lo)-Lf.

3. The size of the loan commitment in period 1 contingent on a low repay
ment tL(Lo)-Lf.

Since there are only two possible cash-flow outcomes in period 1, there
is no need to specify a richer deterministic loan commitment menu in that

14. Note that these two consecutive projects can also be seen as a single project with an outlay
of K >°in period 0, a random cash flow rl E (l, r H

- K} in period 1, and second-period cash
flow rz E {O, rH

}. The cash flow rl =1is given by 1=-K if the second project is undertaken even
after a low-cash-flow outcome in period 1. It is given by 1=°if the second project is not under
taken. Hart and Moore (1998) consider a single project with two cash-flow rounds, while
Bolton and Scharfstein (1990) consider two identical consecutive projects.
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period.IS Also, since cash flows are either private information or nonverifi
able, it will not be possible to extract any payment from the entrepreneur
in period 2, as we have seen.Thus any long-term investment contract is char
acterized by the five variables {Lo, LIf., tH

, Lr, tL
}.

Suppose for now that the parties can commit not to renegotiate this
contract. In its most basic form, we shall describe a debt contract to be a
long-term investment contract such that

If ?- K - (i- H
- tH

)

and

Lf < K + tL

In other words, a debt contract is such that the entrepreneur is granted
sufficient additional funding to be able to undertake the second project
when she repays tH

, but is denied adequate further funding when she does
not meet her repayment obligation tH in period 1. The debt contract can
also ~e interpreted as giving the creditor the right to foreclose, or "pull the
plug," on the entrepreneur's project when she defaults on the fixed repay
ment obligation tHo Note that this contract has the important property that
investment in period 1 is positively correlated with realized cash flow.

We shall now show why long-term investment contracts must be debt
contracts and why the risk-neutral investor may be willing to invest in the
firm in period 0 under such a contract. Applying the revelation principle,
we observe that loan commitments in' any long-term contract must satisfy
the incentive-compatibility constraint requiring that the entrepreneur
truthfully report cash flow rH when it is realized:

(11.15)

where, rand XH are indicator functions. The function r takes the value
r=l when

rH
- tH + IJ! ?- K

that is, when the entrepreneur has enough accumulated funds to finance the
new project. Otherwise, r =O. Similarly, XH =1 when rH

- tL + Lf ?- K, and
otherwise XH = O.

15. Bolton and Scharfstein (1990) allow for a menu of stochastic loan commitments such that
contingent on a repayment f(Lo) the investor commits to finance the new project with prob
ablity {]i, where i = L, H.
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The other incentive-compatibility constraint-that the entrepreneur
truthfully report cash flow rL =0 when it is realized-always holds here, as
the entrepreneur does not have the funds available to mimic a high-cash
flow outcome when realized cash flow is rL =o. The reader might wonder
why the entrepreneur cannot borrow funds from another lender to be able
to mimic rHo The reason is simply that no lender would be foolish enough
to lend to the entrepreneur knowing that she would never repay the new
loan.

Besides the preceding incentive-compatibility condition, any long-term
investment contract must also satisfy the investor's individual-rationality
constraint

- Lo+p(tH - IJ!)+(1-P)(tL -4) ~ 0

as well as the wealth constraints

t H ::::rH +£o-K

and

tL ::::Lo-K

(11.16)

(11.17)

(11.18)

(11.19)

An optimal long-term investment contract then maximizes. the entrepre
neur's expected payoff

Lo - K + p(rH - t H+ IJ! + rH[prH - K])

+ (1- p)(_tL +Lf + xL[prH - K])

(where XL .= 1 when _tL + Lf ~ K and otherwise XL = 0) subject to con
straints (11.15), (11.16), (11.17), and (11.18).

To find the solution to this constrained optimization problem, note
first that a long-term investment contract cannot satisfy the individual
rationality constraint (11.16) if both r and XH equal 1. To see this point,
note that the incentive constraint (11.15) and the limited-wealth constraint
(11.18) imply that

tH
- IJ! :::: tL -4 :::: Lo- K -4

when rH =1 and XH =1. But then constraint (11.16) cannot hold. A similar
argument establishes that long-term contracts such that r =0 and XH =0,
or such that rH =0 and XH =1, are also not feasible. Thus the only feasible
long-term contract is such that r H=1 and XH=XL =O. In words, a long-term
contract is feasible only if it is a debt contract, where the investor commits
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to refinance when the entrepreneur repays tH
, but not when the repayment

is only tL. In particular, note that financing the project with outside equity
is not feasible here, whether or not the investor gains control of the project.
Indeed, neither form of equity financing involves a commitment to invest
in the new project if and only if the first-period cash-flow realization is rHo

Finally, note that financing the first project with a long-term debt con
tract is feasible whenever

-K+p(rH :"-K)~O

or

prH ~K(l+p)

When this condition is satisfied, the investor is willing to finance the first
project with a long-term debt contract such that Lo=K, tH = rH

, LE.f =K,
and t L =Lf = 0. In addition, this contract is incentive compatible for the
entrepreneur.

Thus credit rationing can be substantially reduced for multiperiod proj
ects where cash flows occur repeatedly over time. In the preceding example,
financing of the first project through long-term debt is feasible provided the
project's present value is sufficiently larger than the setup cost. Moreover,
renewed financing of the second project is guaranteed if the first project
pays off. The reason why financing is possible when the project is repeated
twice is that the lender can now use the threat of foreclosure or termina
tion to induce repayment of r H in period 1.

This analysis raises a number of questions about the robustness of the
result of the optimality of debt as a financial contract. First, does debt
remain an optimal financial contract if the parties are allowed to renegoti
ate the long-term investment contract? Second, is debt an optimal contract
if there are more than two cash-flow oukomes in any given period or when
cash flows are autocorrelated? Third, is long-term debt an optimal contract
when there are more than two iterations in investment? Also, does debt
remain optimal in a wider class of (message-game) contracts? We tum to a
discussion of each of these questions in the following subsections.

11.3.2.2 Renegotiation

Notice first that a commitment to terminate the investment in period 1
following a low-cash-flow realization, r = 0, is credible. Indeed, the in
vestor would have no reason to rescind the contract in that case because
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he can only lose money by reinvesting at that point. Similarly, the commit
ment to continue the investment in period 1 following a high-cash-flow real
ization, r = rH

, is also credible. Indeed, the continuation contract at that
point is Pareto efficient, so that no mutually beneficial renegotiation is
obtainable.

Does this conclusion mean that the preceding long-term debt contract is
renegotiation-proof? Interestingly, as Hart and Moore (1989) first noted,
the answer is no. The reason is that when r H is realized the entrepreneur
may be able to successfully negotiate down the potentially onerous terms
in the initial contract under which she can get refinancing in period 1. To
see how this process works, suppose that the initial long-term contract is
such that Lo= K, tH = rH

, L1.[ = K, tL =;= 0, and Lf = 0. If the entrepreneur
decided to repay tL when the cash flow was rH

, she would not be able to get
new financing for the second project under the initial contract.

Does this mean that she will not be able to undertake the new project?
Not necessarily, since her retained earnings at that point (rH

- tL
) = rH are

sufficient to finance the entire setup cost K on her own. It is, however, rea
sonable to suppose that investment in the new project in period 1 by the
entrepreneur would be sufficient evidence- in court to prove that the real
ized cash flow in period 1 was rHo As under existing law, it would then be
feasible for the investor to block any new investment by the entrepreneur
at that point. Note that if the investor could not stop the entrepreneur from
investing on her own following default on the long-term debt contract, then
the contract would no longer be feasible, since the entrepreneur would
always default following the realization of rHo

Suppose that unless the contract is renegotiated following default the
entrepreneur would not be able to invest in the new project. Hart and
Moore (1989) observe that following default (that is, a repayment of tL even
though realized cash flow is rH

) the entrepreneur and investor can actually
find a mutually beneficial renegotiation. Indeed, if they do not renegotiate,
their respective payoffs are rH and 0. But if they do renegotiate, they
gain the additional surplus [prH

- K] > 0, which they can divide between
themselves.

Hart and Moore (1989, 1998) and most of the subsequent literature on
optimal long-term debt contracting assume that bargaining in renegotiation
always results in an efficient outcome. This assumption is not unreasonable
if there is only one creditor negotiating with the entrepreneur. We shall take
the bargaining solution in our simple example to be any (a, 1 - a) split
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of the renegotiation surplus, where 1 > a > 0 denotes the entrepreneur's
share of the renegotiation surplus.16 The bargaining problem in our simple
example with twice-repeated investment is a standard problem, and the bar
gaining solution does not require any special justification. As we shall see,
however, in more general multiperiod problems the bargaining solution in
renegotiation is less obvious and is sensitive to specific assumptions about
the parties' rights while they are negotiating.

Under qur assumed bargaining solution, a long-term debt contract is
renegotiation-proof only if the following condition holds:

(11.20)

The RHS of expression (11.20) denotes the entrepreneur's payoff when
(1) realized cash flow is rH

, (2) she repays only tL
, and (3) the original con

tract is renegotiated. If this payoff is less than what she would get by repay
ing tH

, then the contract is renegotiation-proof. Notice that when a = 0,
incentive compatibility of the long-term debt contract guarantees renegoti
ation-proofness. But when a > 0 the renegotiation-proofness constraint
(11.20) may bind before the incentive compatibility constraint (11.15). In
that case, the optimal renegotiation-proof contract is obtained by maximiz
ing expression (11.19) subject to constraints (11.20), (11.16), (11.17), and
(11.18).

As can be easily checked, the optimal renegotiation-proof contract then
is still a debt contract. The only difference with the case of full commitment
concerns the feasibility of debt financing. A long-term debt contract is now
feasible if and only if

-K+p(l-a)(prH -K)2::0

Note that the repayment tH can also be interpreted as the purchase price
for the entrepreneur of the right to contiDue investing in the project, which
is sold to her by the investor. As long as this price is set optimally by the
investor, there will be no room for further renegotiation.

11.3.2.3 General Cash Flows

In the preceding example we have allowed for only two cash-flow outcomes
in each period, with r E {O, ,u}. The analysis is almost the same if one

16. Note that since rH > [prH
- K), any division of the surplus from renegotiation is feasible

following the realization of ~.
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assumes that r E {rL
, rH

} with rL > 0, as in Bolton and Scharfstein (1990).
They assume that rL is pledgeable but not (rH

-' rL
), so that cash flows are

in effect partially observable (or verifiable). One difference with the pre
ceding analysis is that under the new assumption, r L > 0, it may be possible
to have projects that are worth funding, yet that do not allow the entre
preneur to self-finance in period 1 following a high-cash-flow realization,
because the inequalities

-K+prH +(1-p)rL ~o

and

are compatible. In that case, the investor is able to block any new invest
ment by the entrepreneur in period 1 without having to enforce any legal
rights to block new investments.

In fact, the analysis is, if anyt~g, strengthened if one allows for corre
lation in cash flows. Let E[r 1'1] denote expected period-2 cash flows con
ditional on period-1 cash-flow realization r1' With positive serial correlation,
E[r I rH

] > E[r I rL
]. Now the entrepreneur's expected payoff in period 2 is

greater when period-1 cash flow is rH
, so that she stands to lose more if she

is not refinanced. This outcome reduces her incentive to underreport cash
flow in period 1 and strengthens the investor's threat of termination. We
leave it as 'an exercise to show that the optimal long-term contract remains
a debt contract.

The analysis also extends with minor modifications to a situation where
cash flow is distributed continuously on the interval [rL

, rH
], with rL ~ 0,

rH <+00, and density functions 11(r) and/z(r) in periods 1 and 2, respectively.
As shown in Faure-Grimaud (2000) and Povel and Raith (2004), when the
entrepreneur can make a take-it-or-Ieave-it offer to an investor, the optimal
long-term investment contract under full commitment takes the form
that the entrepreneur can refinance the project if she repays D :::;; E[rz]
in period 1 (where E[rz] denotes expected cash flow in period 2). If
she repays only t < D, then she is only allowed to refinance the project with .
probability

D-t
~(t) =1- E[rz]



544 Incomplete Contracts and Institution Design

The probability of refinancing is such that the entrepreneur's incentive is
to repay t =r, whenever r < D. Thus the optimal contract is as if the investor
always had higher priority and the entrepreneur did not get any return in
period 1 until the investor had been repaid in full. The optimal contract is
depicted in Figure 11.4.With a continuum of cash-flow realizations, it is even
more striking how the optimal contract resembles a standard debt contract.

Note that Hart and Moore (1998) consider the related problem where
there is a single up-front investment K > 0 in period 0 followed by two

t(r)

--------------..,...-------------:'- Repayment

l<-----------'------------~r

D

~(r)

.;r------------- Probability of
continuation

D

Figure 11.4
Repayment and Probability of Continuation under the Optimal Contract
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observable but not verifiable (random) cash-flow realizations, r1 E [rL
, rH

]

and r2 E [rL
, rH

]. Their framework is almost id~ntical to the one we have
considered, with one important difference: They assume that all uncertainty
about cash flows is realized in period 1. In this slightly different investment
problem, they explore three additional extensions:

First, they allow the entrepreneur to borrow more than is needed to fund
the project. If the amount borrowed is B, then the surplus available to the
entrepreneur is T =B - K. It is assumed that when the entrepreneur saves
T, it cannot be seized by the investor. The entrepreneur can use T in period
1 either to meet repayments to the investor or to reinvest in the project. If
he reinvests in the project, then she gets a (random) unit return 77:, where
for all 77:, 1 :::;; 77::::;; £[r2]. In this problem the entrepreneur may want to carry
forward T > 0 as a way of hedging against bad cash-flow outcomes in
period 1.

Second, they allow for random verifiable cash flows (or liquidation
value) rL.

Third, they consider more general contracts where the investor may have
the option to buy the new project from the entrepreneur in period 1. When
the investor becomes the owner of the project in this way, he becomes the
recipient of the cash flow.

Restricting attention to standard debt contracts (T, D, rL
), where D is the

required repayment in period 1 and rL is the liquidation value in case of
default, Hart and Moore first ask which of two types of debt contracts is
optimal, a fastest debt contract with T =0 or a slowest debt contract with D
> T + rHo Note that for any T there is a unique D such that the creditor's
individual-rationality constraint binds. Also, the more the entrepreneur
borrows (that is, the higher is T) the more she needs to repay (the higher
is D) to keep the creditor on his break-even constraint. Thus, the two debt
contracts-fastest and slowest-are the two extreme feasible contracts.

Under the slowest contract (D > T + r H
), the entrepreneur engages in

maximal hedging but is always forced to default in period 1. Under this con
tract she effectively "rents" the project from the creditor from period 0 to
period 1. Under the fastest contract (T =0) th.e entrepreneur borrows the'
minimum amount and does not engage in any hedging.

Hart and Moore find, on the one hand, that, when the unit return on rein
vesting cash in period 1 is low (77:= 1) and only r1 is random, then the slowest
debt contract is optimal. In other words, maximum hedging of period 1 cash
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flow is optimal. On the other hand, if only period-2 cash flow, r2, is random,
then the fastest debt contract is optimal. When only r2 is random, hedging
is unnecessary. In addition, under this stochastic structure the entrepreneur
faces a potentially high cost of termination when r2 is high. To eliminate this
cost, the optimal debt contract is such that the entrepreneur is always able
to repay D in period 1. We leave it as an exercise to derive these two results.

The second question Hart and Moore address is, When are standard debt
contracts optimal financial contracts? They show that when the unit return
on reinvesting cash in period 1 is high (n: = E[r2D and rL

, r1 and r2 are pos
itively serially correlated, then the fastest debt contract is optimal in a larger
class of message-game (or option-to-buy) contracts. This debt contract is
optimal because it maximizes the likelihood of continuation of the project
in the cash-flow states where continuation is most desirable.

11.3.2.4 More Than Two Investment Rounds

The analysis and results of the dynamic problem with two rounds of invest
ment also extend to situations with more than two rounds. In particular,
debt contracts with foreclosure rights in the event of default remain
optimal. Also, the basic life cycle of investment, with a development phase
followed by a cash-flow-extraction phase-which holds by construction in
the two-period problem-ean now be derived as an optimal policy in the
multiperiod problem.

The main qualitative change in pro1?lems with more than two rounds of
investment concerns renegotiation and the credibility of the investor's
threat of termination in the event of default. We shall illustrate this change
by considering a problem with three rounds of investment first analyzed in
Gromb (1994). Consider the same investment problem as before but now
repeated three times. That is, each of th~ three investment projects has an
outlay of K >°in period t =0, 1, 2 and generates an identically and inde
pendently distributed cash flow r E to, rH} in periods t + 1.

To keep the analysis as simple as possible, it is convenient to assume now
that the investor has all the bargaining power both in the initial contract
ing stage and in subsequent renegotiations. Thus we shall assume that the
investor begins by making a take-it-or-leave-it contract offer and that he
can at any time propose to renegotiate the contract with the entrepreneur.

Consider first the optimal contract under full commitment. This contract
must now specify contingent loan commitments in periods 1 and 2. Pro
ceeding by backward induction, it is easy to see that there should be no refi-
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nancing in period 2 following a low-cash-flow outcome. It is, however, less
clear whether there should be no refinancing in period 1 following a low
cash-flow outcome. On the one hand, no refinancing in period 1 following
default is an even more effective threat than before, since now two rounds
of investment are passed up. On the other hand, the cost of passing up valu
able investments is greater. Indeed, two more rounds of investment remain
in period 1. Our preceding analysis shows that the optimal continuation
contract at that point is to renew investment for one round and to make a
loan commitment on another round contingent on no default.

Gromb (1994) shows that it is (weakly) optimal to undertake the first
project. Indeed, the investor cannot do worse than passing up the first pro
ject because he can always replicate the outcome in the two-investment
round problem by committing to never finance the third project. When p s
t, it is optimal to cut off new lending for both remaining rounds of invest
ment in period 1 following a bad cash-flow realization r1 =0, but to also
commit to finance both remaining projects following a high-cash-flow real
ization r1 = rHo The logic behind this extreme contract is that the investor
can get the entrepreneur to make a maximum repayment following a high
cash-flow realization in period 1 equal to the present expected value of the
two remaining projects:

tH =2prH

Since the entrepreneur stands to lose access to both continuation projects
if she reports a low-cash-flow outcome in period 1, she is willing to pay as
much as the whole continuation value of the two projects for the free access
to the two continuation projects. Note that when pst, she is also able to
pay t H following a high-cash-flow realization r1 = rHo Note also that the
investor cannot extract more than 2prH from the entrepreneur under any
long-term contract, since she will always run away with the money in the
last period.

The other alternative for an optimal long-term contract would be to con
tinue to finance both remaining projects following a high-cash-flow real
ization, but also to finance one project following a bad cash-flow realization..
However, under this contract the investor would have a higher investment
outlay and could hope to get a total repayment of at most 2prH.

As one might expect, the optimal full commitment con,tract is not
renegotiation-proof. But, more importantly, the threat to cut off any future
funding following default in period 1 is now no longer credible. Indeed, as
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we have pointed out, it is optimal for the investor to make a renegotiation
offer following default in period 1 renewing investment for one round and
making a loan commitment for another round contingent on'no default in
period 2. Anticipating such an offer, the entrepreneur would never make
any repayment in period 1. Thus the investor's future monopoly rents
undermine his present power to extract rents by making his threat of ter
mination not credible.

There are two possible renegotiation-proof contracts that the investor
might then select. Under one contract, the investor would simply pass up
the first round of investment and then offer the entrepreneur the same con
tinuation contract as in the problem with two rounds of investment.17 This
contract would yield a net expected return of

p(prH -K)-K (11.21)

Under the other contract, the investor would fund the first project, commit
to fund both remaining projects if the entrepreneur repays tH =prH in
period 1, commit to fund the second project if the entrepreneur does not
repay anything in period 1, and commit to fund the third project if the
entrepreneur repays tH = prH in period 2. This contract would yield a net
expected return of

p(prH
- 2K)+(1-p)p(prH

- K)- K

or

[p+ p(1-p)](prH -K)- K(1+ p) (11.22)

Comparing expressions (11.21) and (11.22), we find that the latter contract
is optimal if and only if

K 5: (1- p )(pr H - K)

The analysis of this simple example with three investment rounds high
lights an important principle. If the future relationship is profitable, the
investor has little incentive to terminate it following default. This fact, in
turn, undermines his ability to extract payments from the entrepreneur. In
the limit, when there is an infinite number of possible investment rounds,

17. Note that since the investor has all the bargaining power, the two-period contract
where he commits to renew funding only if the entrepreneur repays tI = rH is renegotiation
proof.
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Gromb (1994) shows that even a monopoly lender cannot make a net pos
itive return on investment in a renegotiation-proof long-term investment
contract. Indeed, any renegotiation-proof contract cannot rely on strictly
Pareto-dominated termination threats. When lending is terminated, both
investor and entrepreneur get a continuation value of zero. Therefore, if the
investor were to obtain a strictly positive return under the long-term con
tract, the termination threat would be Pareto-dominated.

Admittedly, this extreme result may be sensitive to underlying assump
tions on the bargaining process. under renegotiation. Hart and Moore
(1994), for example, assume that when the entrepreneur defaults, the
investor takes control of the assets and can collect the project's cash flow
for that period. This ability, of course, significantly increases the investor's
power to extract payments from the entrepreneur.

The multiperiod problem considered in Gromb (1994) has been extended
in several different directions by DeMarzo and Fishman (2002). They
allow for investments of varying size, more general return distributions,
consumption and reinvestment of accumulated cash flow, correlation in
returns, and different bargaining and liquidation scenarios. Their model
encompasses Bulow ~nd Rogoff (1989), Gromb (1994), and Hart and
Moore (1994) as special cases. Remarkably, they show that the optimal
renegotiation-proof long-term investment contract is a debt financing con
tract combining a bond with a long-term coupon payment and a line of
credit that the entrepreneur can draw on in the event of bad cash-flow out
comes. Only when the line of credit has been exhausted will the entrepre
neur be forced to default and transfer control to the investor.

11.4 Summary

In this chapter we have introduced exogenous limits on contracting, which
restrict the contracting parties to write incomplete contracts. The introduc
tion of these exogenous constraints is a major break from the earlier chap
ters in the book. It is a methodological break, which allowed us to focus on.
and formulate other key notions of organizations and firnis, such as author
ity or employment relations, ownership, and control rights. We began with
Simon's theory of authority when long-term contracts are incomplete,
which is essentially a theory of flexibility: by delegating authority to
an agent, the contracting parties let the agent make efficient choices in
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response to changing circumstances. These choices will be made with the
interests of the controlling party in mind, but if the other contracting parties
have aligned interests, they will on average prefer the efficient choices of
the controlling agent to a narrow and inflexible, contractually specified
outcome. We argued that much of Simon's theory rests on the assumption
that long-term contracts cannot be renegotiated easily and that the theory
must be supplemented with a holdup problem to explain why it is prefer
able to write long-term contracts in the first place.

The introduction of a holdup problem led us next to the theory of own
ership articulated by Grossman, Hart, and Moore, that ownership is a resid
ual right of control. This theory makes a fundamental break with earlier
notions of ownership articulated by Alchian and Demsetz (1972) and
Jensen and Meckling (1976), among others, that ownership is only a right
to residual returns. We showed how Grossman, Hart, and Moore were able
to develop a theory of the boundaries of firms and the costs and benefits
of integration based on this notion of ownership rights. We also highlighted
how vertical integration decisions could be socially inefficient and could
result in monopolization and reduced competition.

The notion of ownership as a residual right of control can be refined by
introducing financial contracts. We saw how investments financed through
debt basically give rise to a contingent ownership allocation. Control of the
investment project remains in the hands of the founder if all debts are
repaid and is transferred to creditors when the entrepreneur is unable to
repay her debts. We determined conditions under which a contingent
control allocation induced by debt financing dominates any other form of
shared ownership or control arrangement. Basically, when investors need
protections mostly in particular circumstances, and when the borrower's
inability to repay is a signal that is closely correlated with these states of
nature, then contingent control is efficient. Thus venture capital contracts
generally involve contingent-control allocations, as Kaplan and Stromberg
(2003) have documented, because control in the hands of the venture cap
italist is more valuable in early stages, when success of the venture is still
uncertain. Once success is assured, the venture capitalist's role is less impor
tant, so that it is generally efficient to commit to relinquishing control in
those circumstances.

Finally, we closed the chapter with a further refinement of contingent
control allocations through debt financing in situations where the borrower
may be able to divert money from the firm, or may abscond with the
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loan and/or the proceeds of the investment. In the presence of such a
willingness-to-repay problem, lending for investment is feasible only if the
lender can brandish the threat of cutting off the borrower from further
loans in the event of a default. We argued that such a threat is effective only
if the lender has an exclusive relation with the borrower or is able to secure
collateral and can foreclose the firm's assets in the event of default. In addi
tion, it must also be in the lender's interest to shut out the firm from further
lending or liquidate its assets for the threat to be credible. All in all,
this incomplete-contracts perspective combined with the notion of limited
enforcement of repayment gives rise to a rich theory of debt financing and
creditor rights-one that brings us closest to real debt contracts and to the
main issues that debtor-creditor law and bankruptcy law are concerned
with.

11.5 Literature Notes

Many of the ideas developed in this chapter find their origin in Coase's
classic (1937) article on the theory of the firm. This article points out that
most of the economic activity that takes place in firms is no~ regulated by
complete, explicit contracts. All this activity takes place outside a market
environment by choice, and an explanation is required to show why such
economiG transactions are superior to market transactions. Markets cannot
be omniefficient, for otherwise there would be no firms. Similarly, economic
activity in firms cannot be omniefficient, for otherwise there would be no
markets. What determines whether an activity should be a market transac
tion or an authority transaction was in Coase's mind a fundamental micro
economic question that remained unanswered in his day.

The first attempt at developing a formal theory that could address this
basic question is due to Simon (1951). But, undoubtedly, the economist who
has done most in taking up Coase's challenge and in articulating a full
fledged economic theory of the firm and organizations is Williamson. In
several books (1975, 1985) and classic articles (1971, 1979), he has devel~

oped what is now commonly referred to as transactions cost economics.
Interestingly, although Williamson's theory is based on the notion of

incomplete contracts, which is the starting point for the property-rights
theory of Grossman, Hart, and Moore discussed in this chapter, it provides
a different perspective on firms. In his mind, firms are long-term governance
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structures designed to dull the different contracting parties' drive to pursue
their self-interest. Firms thus are able to achieve more efficient outcomes
through better cooperation, where market-based transactions are likely to
break down due to excessive haggling and excessively high bargaining costs.

Another classic article, which explores the consequences for the theory
of the firm of holdup problems (a notion first articulated in Goldberg, 1976)
that arise when contracts are incomplete, is Klein, Crawford, and Alchian
(1978). Together with Williamson's transactions cost economics, it provides
the main notions that have given rise to the more modem formal theories
discussed in this chapter.

Much of the rapidly growing economics literature on the theory of the
firm subsequent to Grossman and Hart (1986) and Hart and Moore (1990)
is discussed in the survey article by Holmstrom and Tirole (1989), the
Clarendon lectures by Hart (1995), a book by Hansmann (1996), and
perspective articles by Holmstrom and Roberts (1998) and Bolton and
Scharfstein (1998).

As discussed in this chapter, financial contracting has been a particularly
fruitful application, following the contributions of Aghion and Bolton
(1992), Bolton and Scharfstein (1990), and Hart and Moore (1989, 1994,
1998). Beyond the work discussed in this chapter, let us also mention the
articles by Berglof and von Thadden (1994) and Dewatripont and Tirole
(1994a) that provide finer predictions on the optimal capital structure of
the firm (see Section 12.4.1.2 in Chapter 12 on this).

In the last few years there has also' been an explosion of research on
the implications of incomplete contracting for the design of economic in
stitutions such as ownership, governance, and the internal organization
of the firm. The most recent literature has explored the link between self
enforcing (relational) contracts and asset ownership (see, in particular,
Baker, Gibbons, and Murphy, 2002; Halonen, 2002; and Stole and Zwiebel,
1996a, 1996b). Another major line of research has explored the question of
the governance of larger firms or organizations with potentially a large
number of owners (or voters) and also an administrative structure with
multiple managers (see, in particular, Gertner, Scharfstein, and Stein, 1994,
and Inderst and MUller, 2003, on internal capital markets in conglomer
ate firms; Hart and Moore, 2000, Hart and Holmstrom, 2002, Rajan and
Zingales, 2001, and Wernerfelt, 1997, on internal hierarchies of large and
growing firms; and Bolton and Rosenthal, 2003, and Aghion and Bolton,
2003, on constitution design, majority voting, and political intervention).



12 Foundations of Contracting with Unverifiable Information

12.1 Introduction

The literature on incomplete contracts presented in the previous chapter
has allowed us to analyze a number of important economic issues that had
been left untouched in the earlier parts of this book, which were devoted
to "classical" or "complete" contract theory. This latter brand of contract
theory, however, has also analyzed the paradigm of mutually observable but
unverifiable information· through the lense of mechariism design. This
approach has led to a literature on Nash implementation, similar to the
Bayesian implementation paradigm considered in Chapter 7.

In the Nash implementation paradigm, Maskin (1977) has made the point
that it is in principle easy for a mutually observed piece of information, say,
a state of nature e, to be made verifiable and thus contractable to a third
party: just ask the parties that are known to have observed e to announce
it, and punish them heavily if they disagree in their announcements.
This type of mechanism will generate truth telling about e as a Nash
equilibrium.

This reasoning, however, is subject to several criticisms: (1) While
truth telling is a Nash equilibrium, so is coordination of aTI?ouncements
on a single state of nature that is not the true one. (2) The/punishment of
all agents is clearly not in their collective interest: What if the agents de
cided to tear up the contractual mechanism after a unilateral deviation
from truth telling, that is, what if they decided to renegotiate? (3) More fun
damentally perhaps, this type of mechanism is not one that is observed in
practice.

The implementation literature has mainly focused on issue 1, that is, the
uniqueness problem. This abundant literature (surveyed in Moore, 1992) is
succinctly covered in the next section, with special emphasis on Maskin's
theorem and on its most successful extension, subgame-perfect implemen
tation, due to Moore and Repullo (1988). While this literature has been
quite successful at characterizing general implementation results, it is fair
to say, however, that it has not really addressed criticism 3.

Issue 2, that is, renegotiation, has been addressed in a general implement
ation context by Maskin and Moore (1999). It has .also been introduced in
a number of applications of the observable-but-unverifiable-information
paradigm that have focused on the "holdup" problem in bilateral transac-
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tions with relation-specific investment (following Goldberg, 1976; Klein,
Crawford, and Alchian, 1978; and Williamson, 1975, 1985). As we high
lighted in the previous chapter, this problem has been at the heart of the
preoccupations of incomplete-contract theorists. Taking a mechanism
design perspective with ex post renegotiation has in fact generated a
number of interesting results: As shown in section 12.3, it allows one, first,
to rely on implementation techniques to define which outcomes can be
implemented and, second, to take advantage of equilibrium renegotiation
to show that the optimum can be achieved through a simple initial contract
that is later renegotiated.

A central issue raised by incomplete-contract theory is the importance
not only of observable-but-unverifiable information but also of ex ante
noncontractable actions. This issue has been addressed in the mechanism
design perspective by Maskin and Tirole (1999a, 1999b), who have argued
that ex ante noncontractability of actions does not restrict implementabil
ity under certain conditions. This question, together with the response by
Hart and Moore (1999), based on Segal's (1999a) work, is also summarized
in section 12.3.

We then go on to argue, in section 12.4, that another route to address the
concerns of incomplete contract theory is to assume not only ex ante but
also ex post noncontractability of actions. While at first glance this analysis
seems to go very much "the incomplete contract route," it is quite standard:
the effort variable in a classical moral-hazard model is exactly an action
that is noncontractable both ex ante and ex post! One implication of ex
post noncontractability of actions, moreover, is that this assumption leads
to a theory of authority, provided one is able to contract on "who can take
the action." Section 12.4 details the type of results one can obtain under
these assumptions, in the context of financial contracting and of delegation
of authority.

Finally, we conclude the chapter by looking at a repeated-game setting
with ex post unverifiable payoffs that provides an alternative foundation
for the notion of authority: While spot-market transactions cannot take
advantage of punishment strategies involved in repeated interaction, this
statement is not true for an authority relation-where one party "follows
orders" and is compensated "fairly" for executing orders. It is shown in
section 12.5 that such a relation may dominate spot transactions in relations
that are durable enough.
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12.2 Nash and Snbgame-Perfect Implementation

12.2.1 Nash Implementation: Maskin's Theorem

The key theorem that started the literature on implementation with un
verifiable information is due to Maskin (1977). Since in his framework
individuals are all assumed to know the state of nature and there is thus no
private information between them, implementation is in Nash equilibrium.
Maskin starts with a set of states of nature 8 and a function/correspondence
f( e) to be implemented for each state of nature eE 8. The implementation
problem is then the design of a game or mechanism M [with strategies, or
messages mi for each player i and outcomes g(m!> . .. ,mi, . .. ), belonging
to a set of outcomes Y] that is to be played by the agents and for which all
Nash equilibria of the game belong to f( e). This is particularly challenging
iff(e) is a function, thereby allowing only one acceptable outcome for each
state of nature e.

Maskin's theorem focuses on two properties of functions/correspon
dences f( e) to be implemented. The first one is monotonicity: f( e) is said to
be monotonic if, for each pair eand ebelonging to 8 and for each y E Y
such that y E f( e), we have also y E f( e) whenever, for each player i and
each outcome Z E Y, if y is (weakly) preferred to z by player i in state e, y
is also (weakly) preferred to z by player i in state e.

At first glance, monotonicity seems like a very natural property for
functions/correspondences to be implemented: It says that if an outcome
y belongs to the acceptable set f( e) for state e, it also belongs to f(e),
the acceptable set for any state efor which, relative to state e, outcome y
never "goes down" in the ranking of any individual relative to any other
outcome z. But while this is indeed a natural efficiency condition, the next
subsection will indicate that it is in fact quite restrictive in terms of distri
butional objectives.

The second property of functions/correspondences f( e) to be imple
mented is referred to as weak no-veto power (WNVP):f(e) satisfies WNVP
if, for each state e, outcome y must be in the acceptable set f( e) whenever'
at most one agent does not have outcome y as his or her preferred outcome
in Y.

This property is a weak form of nondictatorship, applying to the case
where all agents but one agree on the most preferred outcome. It is much
less restrictive than monotonicity, and, in particular, in the presence of a
private good, such as money, it is trivially satisfied. Indeed, there is no
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allocation of money that is "the best one" for more than one agent at a time
if they all value money.

We are now ready to state Maskin's theorem, which consists in two parts:

(i) Necessary condition: If f( e) is Nash implementable, then it is
monotonic.

(ii) Sufficient condition: With at least three agents, if f( e) is monotonic and
satisfies W1'fVP, then it is Nash implementable.

Let us first establish the necessary part (i) by contradiction. If f( e) is not
monotonic, then there exists a pair of states of nature e, 8 and an outcome
y such that y E fee) and y ~ f(8) even though, for each agent i and each
outcome Z E Y, if y is (weakly) preferred to z by agent i in state e, y is also
(weakly) preferred to z by agent i in state 8.

However, saying that f( e) is implementable and that y belongs to f( e)
means that there exists a mechanism M whose Nash equilibrium set for
state eincludes outcome y. ~ut this statement means that outcome y is also
a Nash equilibrium in state e: Saying that y is a Nash equilibrium for state
e, with equilibrium vector of messages m*, means that outcome y is pre
ferred to any other outcome g(mi' m~i) for each agent i and message mi;
however, given our assumption on y, e, and 8, outcome y must also be pre
ferred to any other outcome g(mi' m2j) for each agent i and message mjn
state 8. Consequently, outcome y is also a Nash equilibrium in state 8; that
is, y E f( 8), a contradiction which prov:es claim (i).

Let us now prove the sufficient condition (ii). This can be proved by con
struction: Take a mechanism M where the set of messages for agent i is
tee, y, n) leE e, y E Y, n EN}, with the following properties: (1) If all
announcements concerning eand yare identical across agents and y E f( e),
then the outcome g(-) = y; (2) if all agents but i announce the same e and
the same y E f( e), while agent i announces a state 8 and an outcome z,
then the outcome of the mechanism is z if agent i (weakly) prefers y to z
in state e, and the outcome of the mechanism is y otherwise; and (3) in all
other cases, the outcome of the mechanism is ji where outcome ji is the
one announced by the agent who has announced the highest positive
integer n.

Clearly, for each state eand outcome y E fee), y is a Nash equilibrium
outcome. The key question is, Can an outcome ji ~ f( e) also be a Nash
equilibrium? It cannot, as may be seen as follows:

• First, assume that everybody a{lIlounces a state 8 and an outcome
ji, such that ji E f( 8) but ji ~ f( ej. Then, by monotonicity, there exist an
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agent i and an outcome z such that i (weakly) prefers y to z in state ebut
strictly prefers z to y in state e. Consequently, by property (2), i can deviate
and impose z, so that y is not a Nash equilibrium.

• Second, if y is the result of nonunanimous announcements about state
e and outcome y, then, by property (3), there is at most one agent who
cannot, by deviating alone, impose his or her preferred outcome. (This
would be the agent facing other agents who all play the same strategy.)
All other agents can do it, by announcing their preferred outcome and
announcing an integer higher than the equilibrium announcements of the
other agents. Consequently, for y to be a Nash equilibrium, by WNVP, it
must belong to f( e).

• Third, by property (3), the argument just made also applies in the case of
unanimous announcements about a state of nature eand an outcome y~

f( e). Claim (ii) has thus been established.

The intuition for Maskin's result is as follows. Consider first the neces
sary condition (i). It simply says that, if an outcome y E f( e) is a Nash equi
librium of a mechanism in state e, so will it be in any state efor which this
outcome remains as attractive relative to other outcomes as.in state e. The
sufficiency part (ii) is much less immediate. It shows how to construct a
mechanism that uniquely implements. any monotonic function/correspon
dence that satisfies WNW

The idea of the construction is to get rid of undesired Nash equilibria by
appropriately enriching the strategy space the agents have at their disposaL
First, it gets rid of the possibility that all agents agree on a state eand an
outcome y E f( e) in the case that the true state of nature is not e. This is
taken care of by allowing any single agent to impose another outcome that
he or she is known not to prefer to outcome y if the true state is really e. By
monotonicity off(e), this exactly gets rid of all undesired outcomes. Second,
the mechanism prevents other equilibria where all agents either agree on
a e and a y ~ f( e) or fail to agree unanimously. Here, the trick used to get
rid of this equilibrium is to allow agents to single-handedly impose their.
favorite outcome by "naming the largest integer of all the integers chosen
by the agents." This "integer game" works because any candidate equilib
rium involves prespecified strategies, and thus prespecified integers, so that
a deviation can always involve a larger integer than these candidate strate
gies.1 Equilibria thus fail to exist because the agents have been endowed
with unbounded strategy sets.

1. And it works in all possible cases because of WNVP.
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U.2.2 Subgame-Perfect Implementation

Maskin's theorem has generated a whole literature about unique imple
mentation under unverifiable information. For a very good survey, see
Moore (1992). Some studies make the implementation problem more dif
ficult by excluding unrealistic mechanisms, for example, those that include
integer games as a way to eliminate undesirable equilibria. Other studies
instead makp the implementation problem less difficult by considering
approximate (or "virtual") implementation or by considering a subset of
Nash equilibria. Among these, subgame-perfect implementation, pioneered
by Moore and Repullo (1988), is particularly noteworthy, because it shows
that most desirable outcomes are in fact uniquely implementable as
subgame-perfect equilibria.

As an illustration, we focus here on a public-good example with two
agents, i =1,2, and a decision Y E {a, I}; y = 1 means that the public good
is produced, while y =°means it is not. The decision rule can also specify
associated net transfers (tl , tz) E RZ• Agent i's preference depends on a
parameter ei, with the state of nature e=(el , fh) E 8. Specifically, agent 1's
payoff is elY + t1. and agent 2's payoff is fhy + tz. Parameters el and fh are
interpreted here as the utilities the agents derive from the public good net
of its production cost.

A decision rule can be defined as a triple [y( e), tl(e), tz(e)). The mono
tonicity assumption is very restrictive here, in preventing distributional con
cerns from being taken care of. Indeed,'note that the allocatively efficient
decision involves y( e) = 1 if and only if el + fh 2:: 0. If one takes a state of
nature (e1. fh) where the decision is to produce the good and where the
transfers are [tl( e), tz(e)], we cannot rule out this outcome from the deci
sion correspondence for any other state where, for example, the only dif
ference with (e1. fh) is that parameter el has increased. Indeed, in this new
state of nature, the outcome [y(e), tl(e), tz(e)] has not gone down in any
individual ranking of outcomes relative to state of nature e. However, dis
tributional concerns would imply that one would naturally want agent 1 to
receive a lower net transfer, since his or her utility from the decision to
produce the good has increased.

The strength of subgame-perfect implementation is that the monotonic
ity assumption is not required anymore: In fact any outcome rule [y( e),
tl(e), tz(e)] can be easily implemented as a unique subgame-perfect equi
librium using the following two-stage mechanism:
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• Stage 1: (a) agent 1 announces a parameter 81; (b) agent 2 "agrees," in
which case one goes to stage 2, or "challenges," that is, announces a param
eter 81 ::F 81; (c) when. challenged, agent 1 then has to choose between two
options (and that choice is then implemented): either an outcome (x, tx- C::..t,
-tx - C::..t) or an outcome (z, tz - C::..t, -tz+ C::..t), such that C::..t is very large and

and

• Stage 2 (if agent 1 has not been challenged): same as stage 1, but with the
roles reversed: agent 2 first announces 8z, then if agent 1 agrees, outcome
[y(8b ez), t1(8b ez), tZ(8b ez)] is implemented; otherwise, move to a step (c)
similar to the one in stage 1.

The idea of the mechanism is as follows: Each agent is asked in tum to
reveal his or her preference parameter, and each is deterred from lying
because, by being challenged, he or she then has to pay the principal an
amount C::..t that is chosen. to be very large. However, the challenged agent
has the possibility to "get back" at the challenger, by "sticking to the initial
choice," that is, choosing decision x instead of decision z. In this case, the
challenger also has to pay the principal C::..t, while if the challenged agent
"concedes," by choosing decision z, the challenger pockets C::..t. The mecha
nism induces truth telling because, for each pair of parameters 8i ::F 8i, there
exist x, z, tx, tz satisfying the conditions of step (c) of stage 1 (this can be
done by choosing x = 1 and z = 0 if 8i > 8i , and x =0 and z = 1 otherwise).
And if the set of states of nature e is finite, there exists an amount C::..t large
enough to simultaneously prevent deviations from truth telling and ludi
crous challenges.

The strength of subgame perfection is that, in comparison with Nash
implementation, we add an off-equilibrium possibility of checking individ
ual preferences: We need only to find any outcome pair for which there is
a preference reversal between the parameter 8i announced by agent i and.
the parameter 8i announced by the challenger:This requirement is typically
easy to satisfy in economic applications. The mechanism has several addi
tional attractive properties: (1) It is balanced in equilibrium if for each state
8 we have t1( 8) + tz(8) =0; (2) if we had at least three agents, we could have
balancedness even out of equilibrium, because in the case where both the
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challenged agent and the challenger have to pay ~t, they could pay it to a
third agent; finally (3), for the mechanism to work, for each agent i, we need
to identify only one other agent beyond i that has observed para-meter 8i .

Note, however, that the preceding mechanism relies to a great extent
on the uncompromising faith in rationality of all players that underlies
subgame-perfect equilibrium: If in step (a) of stage 1, agent 1 deviates from
truth telling, agent 2 decides to challenge in step (b) because he or she has
faith in the fact that agent 1 will make a payoff-maximizing decision in step
(c). This reasoning is the key behind equilibrium truth telling in step (a).
However, under this reasoning, a deviation from truth telling is sure to cost
agent 1 a very large amount ~t. It then takes quite some confidence for
agent 2 to think that agent 1 will "come back to his or her senses" in step
(c) and optimize over a stake that is typically much smaller. This is in fact
a general problem with subgame-perfect equilibrium in games where
players take actions repeatedly: Deviations are always considered to be
"one-shot deviations from rationality" that do not shatter the faith players
have in the subsequent rationality of their opponents. However, here, in
contrast to standard game theory, we have specifically designed a game
instead of analyzing one whose rules are derived from economic stylized
facts. And we have specifically chosen the cost of the initial deviation to be
very large in case a challenge occurs, and as a result, it is really the move
in step (a) that is the crucial one for agent 1. Therefore, the preceding crit
icism of subgame perfection is particularly relevant here.

A second criticism of the preceding mechanism is that, once an agent has
been challenged, the continuation equilibrium may involve ex post ineffi
cient outcomes, so that it is subject to the renegotiation critique. In the next
section we present models that address this critique. VVe do it in the context
of a specific bilateral investment setting.

U.3 The Holdup Problem

The notion of "hold-up problem" has first been defined and addressed in
the seminal article by Goldberg (1976). It has been developed further by
Klein, Crawford, and Alchian (1978) and Williamson (1975,1985). Here we
consider the formulation of the contracting problem giving rise to a hold
up problem due to Hart and Moore (1988): Two contracting parties, a
prospective buyer and a prospective seller, can enter a relationship in which
they can end up trading a quantity q E [0, 1] at a price P. The utility they
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obtain from trading depends on the buyer's valuation v and the seller's pro
duction cost c. These utilities are uncertain at the time of contracting and
can be influenced by specific investments made by each party at an earlier
date. Specifically, we make the following assumptions:

v E {VL, VH}, with VL < VH and Pr(vH) = j

where investment j costs the buyer 1fI(j), and

C E {CL, CH}, with CL < CH and Pr(cL) =i

where investment i costs the seller cp(i). Assume that the two investment
cost functions are increasing and convex, and that they are sunk whatever
the ex post level of trade. The ex post payoff levels are thus

vq - P -1fI(j)

for the buyer and

P-cq -cpU)

for the seller. The timing is as follows: First, the parties contract;
second, they simultaneously choose their investment levels i and j;
third, they both learn the state of nature 8 =(v , c); fourth, they execute the
contract.

What is the first-best outcome? Assume for simplicity that

Under this assumption, the ex post efficient level of trade is q = 1 if 8= (VH'
CL) and 0 otherwise. As for ex ante efficiency, since the parties are assumed
to be risk neutral, it is equivalent to investment efficiency; that is, i and j

must result from

max {ij(VH - CL) -1fI(j) - cp(i)}
i,j

Assuming an interior solution, the first-order conditions give us the
optimal investment levels i* and j*:

i*(VH - CL) = 1fI'(j *)

and

j* (VH - CL) = cp'(i *)
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The contracting problem the literature has analyzed is one where the
state of nature e= (v, c) and the investment levels i and j are not con
tractable, although e is observable to both contracting parties ex post. If
there is spot contracting ex post, after eis realized and investments i and j
are sunk, and if the gains from trade at that point are evenly divided
between buyer and seller, there will be underinvestment in equilibrium as
we have already noted and as Figure 12.1 below illustrates. The solid curves
represent ~he optimal investment functions i* and j* while the dashed
curves represent the best response functions under spot contracting:

and

The difficulty faced by the contracting parties ex ante is how to formu
late an optimal long-term contract that is independent of e, which mitigates

i*

iSB Buyer's optimal
investment function
j*( i)

Buyer's best response
under spot contracting

~-------------''-----'----------;~j

jSB j*

Figure U.1
Underinvestment with a Holdup Problem
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this underlnvestment problem. As explained in the next subsections, the
contributions in the literature differ in the following respects:

• First, they make different assumptions on the extent to which th~ level of
trade is contractable: Chung (1991), Aghion, Dewatripont, and Rey (1994,
hereafter ADR), and Noldeke and Schmidt (1995) allow for "specific
performance contracts," where the contract can specify a given level of
trade that parties can request ex post, whether it is efficient or not. Instead,
Hart and Moore (1988) focus on "contracting at will," where courts only
enforce price schedules contingent on the level of trade, without being able
to identify who was responsible for the possible failure to trade. This issue
will prove crucial for the ability of the contract to achieve first-best
outcomes or not.

• Second, while all contributions assume that the parties cannot commit not
to undertake ex post Pareto-improving renegotiations, they differ in their
assumptions about the ability to contractually influence the renegotiation
process. ADR go furthest in contractual "renegotiation design," by assum
ing that relative bargaining powers in renegotiation can be contractually
chosen. While they focus on specific exogenous bargaining games, Chung,
Noldeke-Schmidt, and Hart-Moore end up with the same (9ne-sided) dis
tribution of bargaining powers as ADR. Instead, Edlin and Reichelstein
(1996) assume simple Nash bargaining powers in the renegotiation process.
It turns o~t, however, that assumptions about bargaining powers are not as
important as the distinction between specific performance and contracting
at will.

• Finally, whereas all the preceding contributions rule out direct externali
ties, that is, any direct effect of the buyer's investment on the seller's cost
or of the seller's investment on the buyer's valuation, Che and Hausch
(1999) allow for such externalities. They show that not only is the first best
not generally reachable anymore, but the null contract may be the optimal
contract. And Segal (1999a) obtains a similar result without such direct
externalities but for environments that are very "complex."

12.3.1 Specific Performance Contracts and Renegotiation Design

Let us first assume that the contract can specify "default options" that
parties can request whenever trade is possible. In this case, one can define
the level of trade ij such that
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and one can consider the following contractual mechanism: Once e has
been realized,the parties play the following game: in stage 1, the buyer can
make an offer (P, q) to the seller; in stage 2, the seller accepts the offer (and
trade takes place at these terms), or rejects it, in which case ij is traded, at
a prespecified price Pdesigned to share the ex ante surplus according to
initial bargaining strengths.

This mechanism implements the :first best. Indeed, note :first that the
buyer has full bargaining power in the two-stage game. She will thus offer
to trade the ex post efficient quantity while leaving the seller indifferent
between this trade and his default-option payoff. While ex post efficiency
is guaranteed, what about investment efficiency? The seller will anticipate
obtaining his default option payoff whatever the ex post level of trade, so
that he will solve

max {P - iCLq - (1- i)cHq - ¢(i)}

By the construction of q, investment level i* is the seller's optimal choice,
whatever the buyer's investment may be. Finally, since the buyer has full
bargaining power, she is residual claimant on her investment and solves

max{i* j(VH - cd - [P - i* CLq - (1- i*)cHq] -If/(j)}

She thus maximizes total surplus minus the payoff of the seller (which
does not depend on her investment) an4 minus her cost of investment. Con
sequently, she chooses j =j* if the seller chooses i = i*.

The preceding mechanism thus induces efficient bilateral investment
and circumvents the "moral-hazard-in-teams" problem a la Holmstrom
(1982b), that we discussed in Chapter 8. For the buyer, efficient investment
is achieved simply by making her a residu~l claimant. More intriguing is the
case of the seller, who has the appropriate incentive to invest despite having
no bargaining power at all. His incentive to invest comes from his being able
to request the default option, whose attractiveness rises when his produc
tion cost goes down. This option makes the seller's payoff sensitive to his
investment, and, through this second instrument, both parties can have
proper incentives to invest.

The preceding mechanism is in the spirit of subgame-perfect implemen
tation, as it is a multistage mechanism with a unique subgame-perfect
equilibrium (where stage 1 could be reinterpreted as having the buyer
"announce e"). Moreover, in this game each party acts only once, so that,
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in comparison with the Moore-Repullo example, the reliance on backward
induction is less objectionable. Still, the mechanism relies on the ability of
the parties to commit to ex post inefficient outcomes: If in stage 1 the buyer
has made a "crazy offer," the seller may face two ex post inefficient possi
bilities and no way out of this suboptimal choice.

ADR, however, provide a reinterpretation of this mechanism that
involves a much-weakened ability of the parties to commit not to engage
in Pareto-improving renegotiations: Assume that, in the absence of a con
tract, the parties bargain-starting at a date t after ehas been observed
about the terms of trade in an alternating-offer bargaining game a la
Rubinstein (1982). As is well known, in state e= (VH' CL) there is a unique
stationary subgame-perfect equilibrium of this game for any pair of dis
count factors bB < 1 for the buyer and bs < 1 for the seller. Indeed, when it
is her turn to make an offer pB, the buyer solves

minpB such thatpB -CL ~bs(PS -CL)

Similarly, when it is his turn to make, an offer P, the seller solves

maxPs such that VH _ps ~bB(VH _pB)

Since at the optimum these two inequalities are binding, uniqueness follows
(with trade taking place immediately at time t). If the seller makes the first
offer, the price is

If instead the buyer can make the first offer, the price is

pB -b 1-bB 1- bs
- s 1-bBbs VH + 1-bBbs CL

Since discount factors are less than 1 and VH> CL, the price offered by the
buyer is lower than the price offered by the seller. If, however, both discount
factors are equal and tend to 1, then both prices tend to (VH+ cL)/2, so that
gains from trade are shared equally. But if one .party becomes very patient .
relative to the other (bk ~ 1 while b[ remains bounded away from 1), he or
she obtains the entire surplus from trade.

How can the contract influence the bargaining process? First assume
that the contract can specify a default option (P, q) that each party can
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enforce when it is his or her turn to react to the offer by the other party:
Beyond accepting or waiting one period to be able to make an offer, it can
request the default option. 1his action turns the bargaining game into an
alternating-offer game with an "outside" option, which has been studied by
Binmore, Rubinstein, and Wolinsky (1986), who have defined the so-called
outside-option principle: Call (VB, Vs) the parties' payoffs associated with
the outside option. Call CO;, Un the parties' (ex post efficient) payoffs in
the bargainibg game without the outside option. Then, if (U;, ut) Pareto
dominates (VB, Vs), the equilibrium payoffs of the game with the outside
option are (UJ, Uj). If (ut, ut) does not Pareto-dominate (VB, Vs), the
outcome of the game with outside option is ex post efficient and gives party
k for whom Vk > Uk his or her outside option payoff.

In order to limit the seller to his default-option payoff, one has to make
sure this payoff is better for him than the outcome of bargaining without
the default option. This outcome can be ensured by introducing a penalty
for delayed trade that the seller would have to pay the buyer. If this penalty
is big enough, the seller will immediately accept any offer (P, q) that is
better for him than (P, q), in order to avoid delay.

The first-best outcome can thus be implemented. Moreover, it can be
achieved in a "light" way, that is, through a relatively simple contract, con
sisting in a default option and a penalty for delayed trade. Simplicity is in
fact achieved because the contract allows for equilibrium renegotiation and
only supplements the underlying bargaining structure the agents have at
their disposal in the absence of contraCting.

One important assumption, however, is that renegotiation stops when
ever the default option has been chosen by one party. 1his is reasonable if
there is, for example, a fixed cost to be incurred whenever the seller produces,
so that multiple trades over time would be excessively costly. In such a case,
"requesting the default option" simply means that the seller unilaterally
decides to produce. In some environments, however, the technology may
allow the parties, after the default level of trade has occurred, to keep bar
gaining if the ex post efficient trade is higher than the default trade.1his pos
sibility would undermine the preceding results, as section 12.3.2.2 will show.

12.3.2 Option Contracts and Contracting at Will

The original holdup model of Hart and Moore (1988) did not introduce
renegotiation design, but instead considered the following bargaining game
(which we present in simplified form, following Noldeke and Schmidt,
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1995): After ehas been realized, the parties can simultaneously send one
another new written trading offers. Assume now that trade can take only
the values 0 and 1, so that an offer consists in at most two prices, since it
can concern only "trade" and "no trade." Assume the initial contract was a
pair (Po, PI) (for no trade and trade, respectively) and call the new offers
by the buyer and seller (Pg, Pf) and (11, I1.). Once the stage where the
parties exchange new offers is over, trade does or does not take place
(in a way that we will specify) and a payment is made, possibly after the
intervention of courts. These are assumed to be able to observe whether
trade has taken place or not and to enforce the corresponding payment.
This payment is the original one, that is, Pk if a quantity k was exchanged
(k = 0, 1), unless a party finds it in his or her interest to show the court a
new written offer made by the other party. These assumptions guarantee
that the initial contract protects each party against unilateral violations
while allowing for Pareto-improving renegotiations.

In equilibrium, the only offers ever shown to the court are those sent by
the buyer to the seller saying she accepts a higher price and those sent by
the seller to the buyer saying he accepts a lower price. Why would such
offers ever be written? Because they may be the only way to ensure that
the other party accepts the ex post efficient trade. .

The outcome of this game depends on the ability to enforce default
options, as we now show.

12.3.2.1 Option Contracts

Noldeke and Schmidt (1995) allow for specific performance contracts, as in
ADR. They consider option contracts, where the seller receives a price Po
if the good is not delivered, and has the option to deliver the good and
receive an additional payment K (so that PI = Po + K).

How does renegotiation proceed in this setting? Three cases have to be
distinguished:

• First, consider the case K < CL' Barring renegotiation, the seller never has
an incentive to deliver the good in this case. This is ex post efficient when
ever the buyer's valuation is low or the seller's cost is high (or both), in
which case no trade takes place and the equilibrium payment made by
the seller is Po. But what happens in state e= (VH' CL), where trade is effi
cient? Achieving trade requires raising the premium the seller receives for
delivery at least up to CL. In fact, the buyer can make sure not to have to
raise it further: By sending a letter offering pf = Po + CL, the buyer induces
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the seller to deliver the good and knows the seller has the incentive to show
this letter to the court. Indeed, otherwise the enforced price would be the
lower Pl. Moreover, any letter sent by the seller requiring a higher price
would simply not be shown to the court by the buyer. Consequently, just as
in ADR, one party has full bargaining power: In this game, the party who
behaves in equilibrium in a way that is suboptimal at the initial contract
prices has no bargaining power at all. And since here it is only the seller
that make$ the trade decision (unlike in the next subsection), it is always
the buyeriwho has full bargaining power.

• Second, consider the case CL < K < CH' Barring renegotiation, ex post
inefficiency occurs when both the seller's cost and the buyer's valuation are
low, since the seller would find it profitable to deliver the good although
VL < CL. Once again, the buyer can extract the full surplus from renegotia
tion, by sending a letter agreeing to a higher price for no trade, that is,
pC =PI - CL·

• Finally, when CH < K, the seller always wants to deliver the good, and this
case is inefficient when the buyer's valuation is low or the seller's cost is
high (or both). As before, the buyer can extract the full surplus from rene
gotiation by sending a letter agreeing to a higher price for no trade, that is,
pC =PI - c, where C is the realized cost of the seller.

This mechanism is similar to the one presented in the previous subsec
tion: The buyer has full bargaining power, while the seller receives his initial
contract payoff, which depends on the, value of his cost even in cases where
trade may not take place ex post. Let us focus on the case where CL < K <
CH, where the seller obtains Po when his cost is high, and PI - CL =Po + K

CL when his cost is low. He thus chooses his investment to solve

max {i(K - CL) - </J(i)}

To ensure an appropriate investment choice, K has to be chosen so that

K - CL =</J'(i*)

This implies K < CH, since from the definition of the first-best outcome, we
have

</J'(i*) = j*(VH - CL) < VH - CL < CH - CL

Given the choice of K, it is optimal for the seller to make the first-best
investment choice, whatever the investment decision of the buyer. As for
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the buyer, as in the previous subsection, she is residual claimant with respect
to her investment choice-having full bargaining power in the renegotia
tion-so she chooses j = j* when the- seller chooses i = i*. The first-best
ontcome is implemented again, this time with a simple option contract
(PO,PI =Po + K).

U.3.2.2 Contracting at Will

Assume now, as in the original Hart-Moore (1988) model, that specific per
formance contracts cannot be enforced by courts. Think, for example, that,
were the seller to deliver the good, the buyer could always claim it is not
of "appropriate" quality. Ifquality is unverifiable, the court can only observe
whether trade took place and enforce quantity-contingent price schedules,
but cannot distinguish who is responsible for the lack of trade. In this setup,
trade takes place only if both parties want it to happen. Hart and Moore
use the following model: After ehas been realized, the parties can exchange
written messages with new price offers. Then both parties simultaneously
decide whether they want to go ahead with trade. Only if both agree does
trade take place, followed by the same associated payments as before.

Consider a simple contract (Po, PI)' Under these terms, trade takes place
if and only if v 2:: PI - Po 2:: c. If this condition is not met, at least one party
prefers not to trade, and no trade is the outcome. This is ex post efficient
unless e= (VH' CL), in which case we have the following two possibilities:

• IfPI .,... P~ > VH> CL, although trade is efficient, the buyer finds it too expen
sive. In this case, it is the seller who has full bargaining power, since he can
ensure trade by sending the buyer a letter agreeing to pi = Po + VH' With
this offer, the buyer is ready to trade and is unable to induce the seller to
agree to any lower price.

• If VH> CL > PI - Po, it is now the seller who finds trade too costly for the
price difference. The buyer now has full bargaining power, being able to
induce trade by agreeing to Pf = Po + CL. As before, the full bargaining
power goes to the party who would benefit from trading at the initial con
tracting prices.

The preceding reasoning indicates that in this example there is no loss
of generality in choosing Po and PI such that VH 2:: PI - Po 2:: CL, since price
differences that do not satisfy these inequalities are renegotiated so as to
Gust) satisfy them. How much investment does such a renegotiation-proof
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contract generate? The key idea with at-will contracting is that, in case of
disagreement, the starting point of renegotiation is always no trade, so that
the parties benefit from their own investment only when it is efficient to
trade. The payoffs are therefore

i j[VH - (.R. - Po)] - Po -If/(j)

for the buyer, and

Po + i j[(Pl ;i- Po) - CL] - t/J(i)

for the seller. Consequently, the classical moral-hazard-in-teams problem.
arises, with underinvestment as the outcome. Hart and Moore thus provide
foundations to the arguments of Goldberg, Klein, Crawford, and Alchian,
and Williamson that underinvestment is likely when long-term contracts are
incomplete.

Note finally that the preceding result assumes that the parties sign a
simple contract (Po, Pl)' Could they improve upon it using message games?
Hart and Moore show that they cannot, so that, just as in subsections 12.3.1
and 12.3.2.1, the optimum is achieved through a simple contract that relies
on equilibrium renegotiation.

12.3.3 Direct Externalities

Let us now introduce direct investment externalities, as done by Che and
Hausch (1999). For simplicity, assume that only the seller can profitably
invest in the relationship. Assume, moreover, that the seller's investment
has an impact not only on his production cost but also on the quality of the
product. Specifically, the seller's investment influences not only his cost in
that Pr(cL) = f3i but also the buyer's valuation in that Pr(vH) = rio The first
best is then the result of

Assuming an interior solution, the first-order condition implies

2f3ri*(VH - CL) =t/J'(i*)

As shown by Che and Hausch, direct externalities can dramatically affect
the efficiency properties of contracts. To illustrate, assume the parties can
initially sign a simple specific-performance contract (P, ij). Following
Edlin and Reichelstein (1996), assume also that the renegotiation that
follows the investment choice and the realization of () can be represented
by generalized Nash bargaining, l~ading to ex post efficiency with a share
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a of the surplus from renegotiation going to the. seller and a share (1 - a)
going to the buyer. The seller's expected payoff from the contract (P, ij)
is his default payoff plus a share a of the surplus from renegotiation,
that is,

E(v,clIi{P - cij +a[(v - c)q*- (v - c)ij]} - <jJ(i)

where q* is the first-best level of trade [that is, 0 unless e= (VH, CL)]. This
expression is therefore equal to

P +af3ri2(VH -cL)-[(l-a)E(v,cw(cij)+ aE(v,clli (vij)] -<jJ(i)

or, equivalently,

P +af3ri2(VH - CL)- ij {(1- a)[cH - f3i(CH - CL)] +a[vL + ri(VH - VL)]} - <jJ(i)

This latter expression identifies three effects from an increase in invest
ment i on the seller's payoff:

• The first effect [af3rP(VH - CL)] refers to the fact that the seller captures
a share a from the surplus generated by investing. For a < 1, this in itself is
insufficient to avoid underinvestment.

• The second effect [ij(l - a)f3i(cH - CL)] arises because, by investing, the
seller improves his own default payoff. Just as in the earlier cases, this pro
vides additional incentives to invest and the more so the higher the default
option ij. -

• The third, countervailing, effect [-ijari(VH - VL)], is due to the fact that,
by investing, the seller improves the default option ofthe buyer. This exter
nality results in a disincentive to invest. Once again, the effect is stronger
the higher the default option ij.

The last two effects are linear in ij,.which does not appear in the first
effect. Raising ij thus raises incentives to invest if and only if

ar(VH -vL)5:(l-a)f3(cH -CL)

If this condition is not satisfied-which happens if a or r is large or f3
is small, for example-then setting ij = 0 is optimal: The null contract is
the optimal initial contract. One case that is very intuitive is f3 = 0: When
the seller's investment only improves the valuation of the buyer and not
the seller's cost, positive default options only improve the buyer's barg
aining position when the seller invests more. Consequently, they act as a
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disincentive to invest and are counterproductive in comparison with the
null contract?

Che and Hausch, moreover, have shown that no message-contingent
contract can improve on simple contracts of the form (P, q). This is thus
a general lesson from the entire holdup literature we have considered
here, whether the optimal contract achieves the first-best outcome (as in
ADR or Noldeke-Schmidt) or not (as in Hart-Moore or Che-Hausch): By
relying on rquilibrium renegotiation, it is possible to derive simple optimal
contracts.

12.3.4 Complexity

The contracts we have discussed so far in this chapter assume unverifi
ability of the state of nature but not of trades, a type of unverifiability
stressed in the Grossman-Hart-Moore incomplete-contract paradigm. One
reason trades may not be contractable, however, is the excessive complex
ity involved in specifying ex ante the nature of transactions: The exact spec
ifications of ex post transactions may not be known yet-for example,
if we are talking of new products and if investment concerns R&D. The
mechanism-design question is then, What can contracts achieve when
actions are contractable ex post but not ex ante, especially in "complex"
environments?

Maskin and Tirole (1999a, 1999b) have identified conditions under which
ex ante noncontractability of actions is irrelevant, thereby questioning
the incomplete-contract methodology a la Grossman-Hart-Moore. Their
key observation is that, while Grossman, Hart, and Moore assume non
contractability of actions ex ante, they assume that the payoffconsequences
of the various actions that could be taken ex post can be foreseen. This
foresight is indeed necessary in order to be able to make rational invest
ment choices before uncertainty is realized. But, remarkably, it also allows
Maskin and Tirole to construct a mechanism (which builds upon subgame
perfect-implementation results) that does not require specifying actions ex
ante. Instead, the mechanism specifies transfers and the right to make offers
ex post contingent on announcements about the state of nature (and its
payoff consequences).

Maskin and Tirole make an important methodological contribution.Their
approach, however, is rather abstract, and we shall only discuss it in this

2. Bernheim and Whinston (1998b) expand on this point in a more general setting.

';.
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chapter in the context of a specific holdup model developed by Segal
(1999a). Segal's main goal is in fact to define a notion of complexity of the
trading environment and to relate it to the effectiveness of contracting. In
his setting, when complexity grows without bounds, contracting loses its
power and we are left with the null contract, just as in Che and Hausch
(1999). Segal thus provides a foundation for contractual "incompleteness"
connected to the difficulty of specifying in advance the realization of uncer
tainty. In this section, we develop Segal's insight while relying on the for
mulation, results, and proofs contained in Hart and Moore (1999), who
simplify the analysis and illustrate and qualify the results of Maskin and
Tirole (1999a).

Assume a contracting problem between two risk-neutral agents, a buyer
and a seller. Only the seller can invest to raise the surplus from trade. The
problem has three stages: in stage 1 contracting takes place, in stage 2 the
seller invests, and in stage 3 the state of nature is observed by both parties
and trade takes place. Assume it is always efficient ex post to trade one unit
of a good, or "widget," but there is uncertainty ex ante about which "type"
of widget should be traded. There are initially N types of widgets. Types are
contractible ex post. One type only should be traded. Call it the "special"
widget, generating constant valuation v for the buyer and random cost C for
the seller. Ex ante, C E {CL' cHI, with CL < CH < v and Pr(cL) = i, where <jJ(i) is,
as before, the seller's investment cost. There are thus no direct externali
ties. The other widgets are called "generic," with production cost for the
seller equal t03

The problem ex post is that of recognizing which is the special widget
among the N possible widgets. The parameter N is thus a measure of com
plexity. As will become clear, the key fact will be that, as N becomes large,
c~ "fills" the interval [CL' CH].

Assume complete symmetry ex ante across widgets, both in terms of the
probability of being the special one and in ter~s of production cost when
generic. A state of nature is a cost realization of the special widget and a
permutation of the N - 1 generic widgets plus the special one. Each state

3. The seller's investment has no impact on the cost of generic widgets. This assumption is
made only for simplicity.
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of nature is thus equally likely. Finally, assume that C and the crs are observ
able but unverifiable at stage 3.

The first best involves trading the special widget in all states of nature
and setting investment so as to solve

max {i(v - CL)+ (1- i)(v - CH)- <jJ(i)}
i

What happens under noncontractibility of i and unverifiability of C and
the cfs? Intuitively, the answer to this question may depend on whether the
parties can or cannot commit not to renegotiate, and on whether widget
types can or cannot be described ex ante.

U.3.4.1 No Renegotiation

Even if the widgets cannot be described at stage 1 (but remember they can
be at stage 3), the first best can be achieved provided the parties can commit
not to renegotiate: Just set up a mechanism in which the seller can make
the buyer a take-it-or-leave-it offer at stage 3. Since he is endowed with full
bargaining power, the seller will choose the first-best investment level.

This result is consistent with Maskin and Tirole's claim that ex ante non
describability may not matter: Clearly, since the first best can be achieved
without specifying ex ante any explicit message-contingent outcome,4 being
able to perform such ex ante description adds nothing.

While the no-renegotiation benchmark is exceedingly simple, things
become much more involved when the,parties cannot commit not to engage
in subsequent Pareto-improving renegotiations.

U.3.4.2 Renegotiation

Assume for simplicity that the buyer has full bargaining power in renego
tiation. Call Pi the expected price obtained by the seller if his cost is Ci' The
seller chooses his investment i to solve

m~x{i(PL - CL) + (1- i)(PH - CH)- <jJ(i)}
I

First-best investment obtains if PL =PH, but investment decreases when
PH - PL increases. In particular, in the absence of a prior contract, the buyer

4. With one exception: "No trade" has to be contractable ex ante, since the buyer must be
allowed to decline the seller offer. Maskin and Trrole derive their results under the assump
tion that there is at least one level of trade (e.g., no trade) that is contractable ex ante.
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offers the seller Pi = Ci ex post, which leads the seller to choose i =O.
The striking result from this model is that, even if the widgets can be

described at stage 1, because of the parties' inability to commit not to engage
in Pareto-improving renegotiations, the optimal contract implies i -7 0 when
N -7 00. The gains from contracting thus vanish when com-plexitygrows
without bounds and the parties might as well not bother to sign any initial
contract. Note that this result generalizes to any distribution of bargaining
powers in the renegotiation process, as well as to bilateral investments.

Let us now establish this result. The underlying logic is to observe how
incentive-compatibility requirements translate into post-renegotiation
prices that depend almost one for one on the cost realization of the seller,
just as under the null contract.

Specifically, take any mechanism M. Define a state of nature (L, 1') as one
where the special widget costs CL and where the N - 1 generic widgets are
arranged according to a permutation r. Without loss of generality, take the
special widget to be widget 1, and have widgets 2, 3, ... , N cost

respectively. Denote the equilibrium strategies of the two -parties when
playing mechanism M in state of nature (L, 1') as mB(L, 1') and ms(L, 1') (that
is, their announcements, truthful or not, of the state of nature that is mutu
ally revealed to them). Define the price peL, 1') as the equilibrium price at
which the special widget is traded in state (L, 1'), possibly after renegotiation.
This yields surpluses v - peL, 1') for the buyer and peL, 1') - CL for the seller.

Consider now state of nature (H, i), with coStCH for the special widget
and a new permutation of the widgets: The special widget becomes widget
N, and widgets 1, 2, 3, ... , N - 1 now cost

Denote the equilibrium strategies of the two parties when playing
mechanism M in state of nature (H, 1") as mB(H, 1") and msCH, 1"), and
define the price P(H, 1") as the equilibrium price at which the special widget
is traded in state (H, 1"), possibly after renegotiation.

What does incentive compatibility of truthful reporting of the state of
nature imply for prices peL, 1') and P(H, 1")? Let us focus on the following
two incentive constraints:
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1. In state of nature (H, 1"), the seller should not playas if the state of
nature were (L, 1').

2. In state ofnature (L, 1'), the buyer should not playas if the state of nature
were (H, 1").

Both unilateral deviations amount to the players choosing a pair of
strategies [mB(H, 1"), ms(L, 1')]. Without loss of generality, assume that
mechanis~M prescribes, upon such a pair of announcements, a starting
point of renegotiation where the buyer has to pay the seller an amount P
and where widget n is traded with probability Xn, while no trade happens
with probability

Since we assumed full bargaining power for the buyer in renegotiation,
the incentive constraint in state of nature (H, 1") to avoid deviation 1 by
the seller is

Similarly, in order to avoid deviation 2 by the buyer in state of nature (L,
1'), and keeping in mind that the ex post efficient trade will result anyway,
what we need is for the seller not to lose from this deviation, or

These two inequalities imply

This condition has to be satisfied for any pair (1',1"), and therefore, since
all permutations are equally likely, the expected price the seller receives
when his cost is CH, minus the expected price he receives when his cost is
CL, is at least
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which tends to CH - CL when N -7 00. Consequently, the seller obtains none
of the gains from investing, just as without any prior contract. We have thus
established the result.

The lessons of this result are twofold. First, as in Maskin and Tirole
(1999), we have a case here where ex ante describability of widgets once
again does not matter: dropping it cannot hurt, since in the limit there is
already no value of contracting even with ex ante describability. Second,
what matters here is not whether widgets are describable ex ante but
whether the parties can commit not to engage in ex post Pareto-improving
renegotiations.

Let us end with an important point concerning the interpretation of this
result. The proof has focused on incentive compatibility for states of nature
(L, -r) and (H, i). These states differ in the cost level of the special widget:
widget 1, the special one in state (L, -r), costs CL, while widget N, the special
one in state (H, i), cOStSCH' More importantly, the two states of nature are
"extreme" in the cost differences of the these two widgets when they are
not special: widget N is the most expensive generic widget in state (L, -r),
while widget 1 is the cheapest generic widget in state (H, i). As a result, it
is particularly difficult to prevent the seller from claiming that the state of
nature is (L, -r) when it is in fact (H, i) (so that widget lrather than N
should be produced) and conversely for the buyer. In this model the cost
difference between the most expensive and cheapest generic widgets
increases with N, the "complexity" of the environment. Reiche (2003a)
makes the point, however, that the value of contracting in this kind of
setting can also go to zero if the seller's investment is "ambiguous," that is,
has a value that can be negative if the wrong ex post action is taken (because
of technological complementarity between the investment and the specific
widget to be produced). Ambiguity works, just like complexity, because it
generates the same negative correlation between the cost of the ex post effi
cient widget and the cost of the "associated" ex post inefficient widget as
in states (H, -r) and (H, -r').

12.3.4.3 Describability

Although describability did not matter in the preceding analysis, Hart and
Moore also provide an example where it does. This is a variation on the pre
vious analysis that has no uncertainty. Assume then, without loss of gener
ality, that widget 1 is always the special widget, while widgets 2 to N are the
generic ones, costing, respectively,
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Here, with describability, it is easy to achieve the first-best outcome: write
a specific-performance contract where the parties agree to trade at stage 3
one unit of widget 1 at a fixed price, for example, v.

Instead, without describability at stage 1, we are in the same setup as in
the previous subsection, with no benefit of contracting when complexity
grows with~ut bound, that is, when N becomes large. Indeed, assume there
are N "names" at stage 1, each of which is equally likely to describe the
special widget at stage 3, and these are the only ways to describe widgets
at stage 1. So, as Hart and Moore (1999, p. 125) write, "Even though the
buyer and the seller know at stage 1 which widget is the special one, they
have no words to describe it, other than the N names, anyone of which may
tum out to be appropriate at stage 3." This problem is thus the same as the
one considered in the previous subsection where, without commitment
against Pareto-improving renegotiation, there is asymptotically no value of
contracting when complexity grows.

In contrast to the Maskin-Tirole result, describability matters here
because of the combined effect of renegotiation and risk neutrality: When
renegotiation can be assumed away, first-best implementation can be
obtained despite undescribability, as in section 12.3.4.1. When the parties
are risk averse, renegotiation-proofness can to some extent be circum
vented by "creating risk," and thus ex post inefficiency, following some mes
sages sent by the parties. In such a case, Maskin and Tirole manage to
construct mechanisms that still achieve first-best implementation despite
undescribability. As the preceding example shows, this result is not possi
ble anymore under risk neutrality.

12.4 Ex Post Unverifiable Actions

The previous section focused first on ex ante and ex post contractable
actions, and then, in the last subsection, on ex ante noncontractable but ex
post contractable actions. We now focus on ex ante and ex post noncon
tractable actions. This type of actions has in fact already been considered
earlier: Think of the effort choice of moral-hazard models, a choice that is
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indeed noncontractible, so that the agent has to be given an incentive
scheme in order to exert effort. While in classical moral-hazard models the
identity of the agent is exogenously given, one can endogenize who has to
make the effort decision, that is, who has the authority over a given action.
Several models of the literature can be reinterpreted as generalizations of
the moral-hazard paradigm in order to analyze issues of allocation of

.authority. The next subsections discuss in tum optimal financial contracting
and the distinction between "real" and "formal" authority.

U.4.1 Financial Contracting

U.4.1.1 Financial Constraints and Contingent Control

To illustrate this point we now provide a somewhat different illustration of
the Aghion and Bolton (1992) model, which was already discussed in
Chapter 11. Namely, we reinterpret it as a "complete-contract" model with
ex post unverifiable actions. In this version of the model, at date 0 an entre
preneur/manager needs an amount K from an investor to start a project,
which yields a random verifiable profit that can be either 0 ("failure") or 1
("success") at date 2. The distribution of profit depends on the realization
of the state of nature eand on an action to be taken at date L Assume that
at date 1 the state of nature egets revealed and is verifiable. What is not
verifiable, however, is the action that is to be taken at date 1. Think, for
example, of actions like business strategies where "the devil is in the details"
and where these details cannot be included in a contract, so that the only
thing that can be done is to "put somebody in charge of the job." Date-O
contracts can thus specify divisions of the final profit as well as control allo
cations (that is, who can take the action at date 1), contingent on the state
of nature e.

To be specific, assume that two actions can be taken: "Reorganization"
(R), which for simplicity yields a probability of success PR whatever the state
of nature, and "continuation" (C), which yields a probability of success Pi
in state ei, where i = 1,2,3, where Pl.< pz < P3 and all three e/s are equiprob
able at date O. States of nature are thus monotonic in the relative attrac- 
tiveness of the continuation action. Assume also that the entrepreneur
obtains an extra private benefit h under continuation. For example, under
reorganization, she loses existing quasi-rents.

Let us concentrate on the case where

PI + h < PR < pz + h
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but

P2 < PR < P3

Recall that the investor cares only about financial returns, while the
entrepreneur-who has no financial resources to start with-has a payoff
equal to her private benefit plus her financial return. Under the preceding
inequalities, the ex post efficient action is C except in state fA, while the
action thatmaximizes monetary financial returns is action R except in state
e3• Finally, assume that the project has positive financial NPV if the ex post
efficient action is taken in all states of nature, that is,

(PR + P2 + P3)j3 >K

The first-best contract is the one where the ex post efficient action is
taken at date 1 while satisfying the individual-rationality constraint of the
investor (that of the entrepreneur will be automatically satisfied given the
assumption that she has no funds of her own). How can one contractually
achieve the first best?

One can first note that the first best can be achieved through a
contingent-control contract, where the investor is given control when e= e1

while the entrepreneur is given control in state 8z (who has control in state
e:, is irrelevant), and where the entire financial return is given to the
investor. Such a contract, which we already discussed in Chapter 11, leads
here to efficient decision making in all three states of nature. Moreover, it
satisfies the investor's individual-rationality constraint because the project
has been assumed to have a positive financial NPV under ex post efficient
decisions.

Consider now contracts that have noncontingent control. Entrepreneur
control requires giving the entrepreneur substantial financial returns if ex
post efficient actions have to be chosen without renegotiation. Specifically,
inducing the entrepreneur to choose action R in state e1 requires

WPR ~wP1 +h

where W is the entrepreneur's wage in state of nature e1 when the project
succeeds (it is optimal to give the entrepreneur a zero wage when it fails).
Intuitively, the entrepreneur has to be given a big enough share of the
return when the project succeeds to compensate for the loss of private
benefit when reorganization is chosen. But this requirement conflicts with
investor individual rationality if
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in which case the project cannot start.
However, insisting on a renegotiation-proof contract is excessive, because

under entrepreneur control, ex post efficient decisions are always guaran
teed. Indeed, as discussed in Chapter 11, the investor has the financial
resources to buy back control to prevent an inefficient ex post action choice
by the entrepreneur. Note, however, that this type of contract produces
equilibrium-contingent control. Moreover, it requires giving the entrepre
neur in equilibrium at least an expected monetary reward equal to h in state
81•This is the minimum needed to induce her to choose the ex post efficient
action R and thereby give up private benefit h associated with action C. This
monetary concession conflicts with investor individual rationality if

[CPR - h) + pz + P3]/3 <.K

While allowing for renegotiation makes it more likely to meet the
individual-rationality constraint of the investor, there are thus cases
where it will not work.

What about investor control? The investor's individual rationality can be
satisfied in this case-for example, by giving him the entire financial return
of the project. However, as stressed in Chapter 11, the problem is now to
avoid inefficient reorganization. To avoid this outcome without renegotia
tion would require penalizing the investor in state fJz if the project succeeds!
This approach is indeed the only way to induce the investor to choose the
continuation action in this state. Consequently, if we assume (following
Innes, 1990) that individual financial payoffs have to be monotonic in the
total financial return of the project, the contract has to involve equilibrium
renegotiation in order to induce ex post efficiency. In turn, this requires giving
the entrepreneur some money in state fJz to allow her to buy back control
and choose the efficient continuation action. Indeed, as stressed by Aghion
and Bolton (1992), despite the fact that there is no asymmetry of informa
tion between the parties, renegotiation can fail ~o reach ex post efficiency in .
the presence of wealth constraints. The only way to achieve efficient deci
sions in all states of nature is to give the entrepreneur a sumPR - pz in state
fJz, in order to allow her to "buy back" control from the investor in this state.
Through equilibrium renegotiation, this contract therefore exactly replicates
the outcome of the contingent-control contract described earlier.



582 Foundations of Contracting with Unverifiable Information

U.4.1.2 Rationalizing Outside Equity and Debt

The preceding model has focused on ex post actions that were not con
tractable. Pursuing the parallel with moral hazard models, we now add an
earlier stage with an effort choice for the entrepreneur. This allows us to
rationalize the existence of two outside investors, rather than one as in the
Aghion-Bolton model, as shown by Dewatripont and Tirole (1994a). Con
sider the following timing:

• At date 0, the entrepreneur obtains funding K, and the financial contract
is signed.

• At date 0/, the entrepreneur chooses effort a E {aL' aH}'

• At date 1, first-period profit 7'Cl E {O, 1} is realized, with Pr(7'Cl =1 I aH) =

PH> PL =Pr(7'Cl =11 aL)'

• At date 1/, action A E {C, R} has to be chosen. As in the previous
subsection, action C stands for "continuation," and action R stands for
"reorganization."

• At date 2, second-period profit 7'C2 is realized.

In terms of payoffs, assume for simplicity that the entrepreneur cares only
about private benefits and costs, and that (1) effort aH involves an extra cost
ljf> 0 relative to effort aL, and (2) as in the previous subsection, action C
gives the manager an extra private benefit h relative to action R. As before,
however, investors are risk neutral a:p.d care only about financial profits.
Investors will thus share among themselves the financial profits 7'Cl + 1ii}..

As in the previous subsection, assume that financial profits are verifiable
but that the action A and the effort of the entrepreneur are not. Contracts
can thus specify divisions of total profits 7'Cl + 1ii}. as well as allocations of
control over action A, both potentially contingent on first-period profit 7'Cl'

We have here a double moral-hazard problem: The entrepreneur has to
be given incentives to exert effort, and the investor in control of action A
may have to be given incentives to take the proper action. Assume that it
is efficient to implement the high effort aH. This action choice will be in the
interest of the entrepreneur if and only if the probability of continuation
depends sufficiently strongly on the effort level, or if and only if

h[Pr(C IaH) - Pr(C Iad] ~ ljf (IC)

What about the choice of action A? Assume that, at date 1, an unverifi
able signal Su is realized, simultaneously with first-period profit. This
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unverifiable signal determines the density of second-period profit 7Cz: Call
this densitY!A(7Cz I su) when action A is chosen, and assume the following:

• E(7Cz I C, su) - E(7Cz I R, su) increases with Su and takes value 0 for Su = Su.

• Action C is riskier than action R for each Su in the sense that, controlling
for the difference in expectations, action C involves an increase in risk ala
Rothschild and Stiglitz (1970) in comparison with action R.

The first assumption is a normalization: It simply means that the unver
ifiable signals, the su's, are ranked according to their differences in expected
second-period profits across actions. The second assumption is the crucial
one: It says that continuation leads to a higher variability of second-period
profits than reorganization. It is a natural assumption whenever reorgani
zation involves selling divisions, reducing the size of operations, and the
like-that is, actions that reduce the variance of future returns.

Let us now turn to optimal contracting. Take the point of view of
investors, who want to induce high effort while maximizing expected
second-period profits. These profits are maximized by choosing action C
whenever Su 2:: su. However, if, for the sake of exposition, the unverifiable
signal Su is assumed to be uncorrelated with entrepreneurial ~ffort, second
period-profit maximization then fails to induce high effort from the entre
preneur: She faces the same probability of reorganization whatever her
effort chC!ice. Consequently, a trade-off arises between inducing effort and
inducing ex post profit maximization. Since first-period profits are assumed
to be correlated with effort, high effort can be induced only if the proba
bility of reorganization is positively correlated with first-period profit. As
in classical moral-hazard problems, the optimal contract minimizes ex post
inefficiency subject to satisfying the incentive constraint (IC). Without com
puting the result explicitly, we can say that this contract would lead to a
second-best contract defined by a pair (s:O, s,ft), where s:O > su > s,ft and where
first-period profit 1/;'1 = 0 leads to action C being chosen whenever Su > s~o

while first-period profit 1/;'1 = 1 leads to action C being chosen whenever
Su > S~l·

How can different control structures achieve this second-best outcome
when the actions and the signal Su are unverifiable? First, note that entre
preneur control simply cannot, and is in fact very bad. Indeed, the entre
preneur, who only cares about h, then chooses to continue whatever the
signal su, a choice that is not ex post efficient and moreover fails to induce
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high effort. Second, while single-investor control leads to second-period
profit maximization, it fails to induce high effort from the entrepreneur, as
explained earlier (this conclusion remains true whenever Su is correlated
with entrepreneurial effort, but insufficiently so).

A structure that can achieve the second best is dual, contingent investor
control, that is, giving control to an investor with a "bias" in favor of action
C after high first-period profit realization and to an investor with a "bias"
in favor of faction R after low first-period profit realization.5 If these biases
are strong enough, the entrepreneur chooses high effort, in order to maxi
mize the probability of having high first-period profit.

How does one generate such biases with risk-neutral investors? Since, by
assumption, action C is riskier than action R, a bias in favor of action C is
induced by giving the investor in control a claim that is convex in total
profit, that is, an equity-like claim; similarly, a bias in favor of action R is
induced by giving the investor in control a claim that is concave in total
profit, that is, a debtlike claim. And since the investor in control has to be
given incentives to choose the right action, a second investor is needed to
act as "budget breaker," that is, to receive the residual profit. The model
therefore predicts either noncontingent control with the investor in control
holding a contingent claim (similar to equity after Tel = 1 and similar to debt
after Tel = 0) or contingent control (equity control after Tel = 1· and debt
control after Tel =0) with noncontingent debt and equity claims.

To give an example, consider the following case, where action R yields
second-period profit nz = r with probability rand nz = 0 with probability
(1 - r), while action C yields second-period profit nz =1 with probability Su

and nz =0 with probability (1- su).Assume 0 < r < 1,su E [0, su], and su> Yo

This assumption implies su= rr for some su< Su, and if there is a single
investor, this is the cutoff used to decide whether to continue or not. Instead,
with debt and equity, if there is an amouIit of debt D, an equity holder in
control continues if and only if suC1- D) ;::: r(r - D), or if and only if

r-D
su;:::r 1-D =s;(D)

Let us thus consider having two investors, an equity holder and a long
term-debt holder with an amount of debt D*. The variable D* can be set

5. For simplicity, we assume away renegotiation here. See Dewatripont and Trrole (1994a) for
an extension with perfect renegotiation.
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to ensure second-best implementatIon after high first-period profit (7/;1 =1).
Specifically, giving control to equity in this case means that reorganization
takes place if and only if Su ;;::: S:fl provided that D* satisfies S:f1 =s; (D*).
How do we then make sure that, after low first-period profit (7/;1 =0), reor
ganization takes place if and only if Su ;;::: s:fo? If s;o < y; for any debt level D
:::; r, the debt holder is excessively tough with the entrepreneur, since he
chooses reorganization if and only if Su :::; y. The equity holder, however,
would be ready to buy back control from the debt holder if Su > s;(D), and
the more so the higher the unverifiable signal SUo Specifically, the equity
holder is ready to make an early repayment of an amount PE toward long
term debt D whenever

Intuitively, paying early means paying with a higher probability, but it
allows the equity holder to take the riskier action C. Consequently, second
best implementation can be achieved after low first-period profit (7/;1 = 0)
as follows: The debt holder is given control initially, unless the equity holder
pays the debt holder an amount P~ toward long-term debt, which is such
that

s:o[l-(D*-pi)]-pi =rCr-D*)

Under this condition, the equity holder buys back control from the debt
holder after low first-period profit if and only if Su is such that r;;::: Su ;;::: s;o,
which yields second-best implementation.

Though this is only a simple example where exact implementation of the
second-best rule happens in a realistic fashion, the more robust lesson from
this subsection is the following: In a world of noncontractable actions (con
cerning both the entrepreneur/manager and the investors) and contractable
profits, one can naturally find a role for the optimal coexistence of two
financial securities that combine contingent-control rights and nonlinear
income rights in a way that resembles stap.dard debt and equity.

12.4.2 Formal and Real Authority

Aghion and Tirole (1997) also focus on noncontractable actions, which in
their setup amounts to choosing a project that the agent has to work on.
There are initially N;;::: 3 potential projects. Project k E {1, 2, ... ,N} gives
the principal a private benefit H k and the agent a private benefit hk•
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Initially, these various projects are indistinguishable from one another. On
the one hand, at least one of them is sufficiently bad that choosing one
project at random is worse for both parties than undertaking no project
(with associated payoff normalized to zero in this case). On the other hand,
the parties know in advance that the best project for the principal gives him
H> 0 while it gives the agent f3h > 0, and that the best project for the agent
gives her h > 0 while it gives the principal all > O. Call a and f3 the "con
gruence pa;rameters," and assume that they are positive but smaller than
one. The higher these parameters, the more congruent the preferences of
the two parties. Note that partial congruence is built into the setup in any
case, since one has assumed that (1) the two parties agree that choosing a
project at random is worse than undertaking no project; and (2) they each
prefer to allow the other party to choose his or her favorite project rather
than undertaking no project (since a and f3 are assumed to be positive).

These assumptions about congruence are crucial given th~. information
acquisition technology: While both parties are initially uninformed about
the private benefits associated with individual projects, they can each exert
effort to improve their information. Specifically, the principal can at cost
lfIp(E) (increasing and convex in E) become fully informed with probabil
ity E about project benefits, while he remains fully uninformed with prob
ability 1 - E. Similarly, the agent can at cost lfIA(e) (increasing and convex
in e) become fully informed with probability e about project benefits, while
she remains fully uninformed with probability 1 - e.

The timing of the game is as follows~ In stage 1, the parties contract; in
stage 2, they exert effort to acquire information about individual project
payoffs; finally, in stage 3, a decision can be taken on which project to under
take, if any. Assuming that efforts are privately chosen and that parties only
care about their private benefits,6 the contract only consists in an allocation
of authority for stage 3. As Aghion and Tirole stress, what can be contrac
tually allocated is solely "formal" authority, that is, who has the right to take
the decision. This differs from "real" authority, that is, who actually takes
the decision. Indeed, given the partial congruence built into the model, a
party endowed with formal authority chooses to undertake a project only
if he or she is informed about project benefits; otherwise, he or she trans
fers authority to the other party (or equivalently, asks the other party for a

6. This assumption is made for the sake of presentation and can be generalized (see Aghion
and Trrole, 1997).
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recommendation and follows it). In tum, this.other party chooses a project
or makes a recommendation only if he or she is informed about project
benefits. Otherwise, no project is undertaken.

Given this continuation equilibrium in stage 3, if the contract allocates
formal authority to the principal, the payoffs for the principal and the agent
(Up and UA.> respectively) upon choosing their effort levels are

Up =EH +(1- E)eaH -lflp(E)

UA = Ef3h +(1- E)eh -lflA (e)

These conditions reflect the fact that the principal chooses his favorite
action whenever he is informed about individual project payoffs, while the
agent's information matters only when the principal is uninformed. In stage
2, simultaneous effort choice leads to the following first-order conditions:

(1 - ae)H = lfIp (E)

(1- E)h =lfI~ (e)

As indicated by the second first-order condition, higher effort E by the
principal crowds out effort e by the agent, who understands that her effort
matters with a lower probability. There may therefore be a gam for the prin
cipal to commit to exerting lower effort, for example, by choosing an agent
who is more congruent with him (that is, an agent "with a higher d').7 In
this case, indeed, the principal exerts less effort, as indicated by the first
first-order condition: He is less worried about being uninformed because
the project chosen by the agent when she is the only one informed leads to
a lower relative loss for the principal.

Another way for the principal to induce the agent to work harder is to
delegate her formal authority on project choice (this is equivalent, in the
Grossman-Hart-Moore approach, to selling the underlying asset necessary
to get the project going). In this case, given the continuation equilibrium in
stage 3, the payoffs for the principal and the agent upon choosing their
effort levels are

Up = eaH +(1- e)EH -lfIp(E)

UA =eh +(1- e)Ef3h -lflA (e)

7. Aghion and Tirole also look at increases in the "span of control" of the principal as a
way for him to commit to spend less effort per agent, since he has more projects to acquire
information about.



588 Foundations of Contracting with Unverifiable Information

The agent now chooses her preferred action whenever she is informed,
while the principal's information matters only when the agent is unin
formed. Simultaneous effort choice now leads to the following first-order
conditions:

(1- e)H =lfI~ (E)

(1- {3E)h = lfI~ (e)

A comparison of these first-order conditions with the ones where
the principal has formal authority indicates that the agent exerts more
effort and· the principal exerts less effort under delegation. Indeed, the
two effort levels are strategic substitutes, reinforcing the fact that the
individual endowed with formal authority has more incentives to exert
effort, ceteris paribus, since he or she can have the first go at choosing the
action.

The Aghion-Tirole paper delivers a rich set of predictions about author
ity in organizations, all this in a very simple model.s From the point of view
of contract theory, it is also a good example of the tractability of models
with noncontractable actions but contractable control allocations.

U.5 Ex Post Unverifiable Payoffs

In this final section we explore a model by Bolton and Rajan (2001) where,
as before, authority rests on an informational advantage, but unlike before
is sustained by an ongoing relation built on trust. Authority is modeled not
just as a decision right or action but as the act of giving orders that are
expected to be executed. The model compares two modes of transacting,
the negotiation/contracting mode and the authority mode. In the contract
ing mode, the services or goods to be provided by a "seller," as well as the
terms of trade, are spelled out in detail in a spot contract. In the authority
mode, the buyer writes a long-term employment contract with the seller,
specifying only the terms of employment, leaving the details of which
service to provide in any given period unspecified. In this mode, the buyer
directs the seller to perform a specific service in each period. The seller only
has the choice of executing the order or quitting. There are no ongoing
negotiations about which service to provide or at what terms.

8. See also Burkart, Gromb, and Panunzi (1997) for a corporate finance application. where
shareholder dispersion acts as a commitment device to "empower" management.
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What are the costs of contracting that make it possible for authority to
supersede the contracting mode? In the Bolton and Rajan model, the main
source of contracting costs is private information and unobservability of
payoffs. It is assumed that the buyer (the "boss" in the authority mode)
knows more about the costs and benefits of a particular service than the
seller. The latter learns his true costs from carrying out a service only after
the fact. The spot contract cannot specify terms contingent on realized costs,
as costs (in utility terms) are essentially unobservable. The most the seller
can hope for then is to obtain compensation for expected costs at the time
of signing the contract. But a spot contract where terms of trade reflect only
expected costs and not actual costs of a particular service may induce the
buyer to sometimes demand excessively costly services. This is the source
of inefficiency that an authority mode may be able to overcome.

How can· the authority mode overcome this contractual inefficiency?
Because the authority mode is based on a long-term contract and an
ongoing relationship, the timing of the seller's payments can be made more
flexible. The buyer can now compensate the seller with a bonus after the
latter has carried out a particularly costly service. The buyer's incentive to
pay such bonuses is supported by the seller's threat to dissolve the rela
tionship should the buyer not compensate him adequately.· Given that the
buyer is induced to always fully cover the seller's costs ex post, the buyer
is also induced to choose the action that maximizes net surplus. In other
words, the buyer chooses the first-best action in the authority mode, and
thus generates an efficiency gain, which would be lost should the seller
(employee) decide to quit. It is the prospect of losing this rent that pre
serves the buyer's incentives to fully cover the seller's costs and induce him
to stay.

To be specific, consider a contractual situation between two risk-neutral
parties who may interact repeatedly over time. At any given date t, the
buyer can write a contract with the seller specifying the nature of the service
to be provided, as well as financial terms. For simplicity there are only two
types of services (or actions) that the seller can provide; denote them by al

and az. At any given time the buyer demands at most one of these two serv..:
ices. Provision of the service is observable and verifiable, so that a contract
can be written specifying a payment contingent on execution of the action.

The two parties' payoffs are normalized to zero in the event of no trade.
If they agree on the provision of a service ai at some price Pi (i = 1,2), their
payoffs are



590 Foundations of Contracting with Unverifiable Information

for the buyer and

~ -c(ai' (J)

for the seller. These payoffs depend on a state of nature 8 (which belongs
to a finite set 8). Specifically, assume that

v(ai, 8) E {VL', VH} and c(ai' 8) E {CL =0, CH}

with

In addition, assume that at each date t there is an independent draw of
a new state e, with each state being equiprobable. As in Segal (1999a), this
assumption captures the idea that the precise nature of a service required
by the buyer at any given moment changes over time and in an unpre
dictable manner.

The set of states comprises all possible configurations of payoffs for the
two actions, {c(aI, e), c(az, e), v(aI, 8), v(az, e)}, so that there are 16 distinct
states of nature. Under these assumptions, provision of some service is effi
cient in all states of nature. The (first-best) efficient service in any given
state is the one maximizing net gains from trade

We shall assume, moreover, that

That is, it is more efficient to produce the low-valuation, low-cost service
than the high-valuation, high-cost service.

As explained previously, a central assumption underlying the entire
analysis is that the buyer privately observes the realized state of nature at
any given date before any contract is drawn. The seller learns his true cost
of providing the service only while providing it. In other words, the buyer
has superior information about the seller's cost of providing the service. The
critical informational assumption to obtain an efficient mode of transaction
based on command and authority is that one of the contracting parties
(the one ultimately exercising authority) has superior information. If, as is
the case in Chapter 7, the buyer had private information about v(ai, e) and
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the seller about c(ai' 0), then authority would not obviously emerge as an
efficient mode of transacting.

The two parties are drawn from a pool of anonymous buyers and sellers.
Once they are matched, they can choose to engage in a spot transaction or
to interact repeatedly over time in an employment relation. There are, thus,
two alternative m?des of contracting: a market mode and an employment
mode. Under the market mode, the buyer and seller are drawn from the
pool of buyers and sellers every period. They meet in the marketplace and
write a spot contract for the provision of a service at that period. Follow
ing provision of the service, the seller is compensated and the contractual
relationship dissolves.

Under the employment mode, the buyer and seller write a long-term con
tract. This is de facto an employment contract where the seller becomes the
employee and the buyer the employer. The contract specifies the following:

1. A wage payment in every period.

2. A discretionary bonus to be paid at the end of each period, which varies
with the seller's cost of performing the prescribed task.

3. A signing-up fee as well as a severance payment.

The employment contract does not specify what tasks· the employee/
seller is required to perform. Instead, it is a mutual understanding that he
will execute the action prescribed by the employer/buyer at any time in the
(foreseeable) future, as long as she sticks to the implicit agreement of com
pensating him with discretionary bonus payments when costs incurred in
executing prescribed actions happen to be high. This contract can be ter
minated at will by either party, in which case the contractual relationship
ends forever.

Whichever mode the parties choose, it is assumed that their presence in
the market may end forever at the end of any period t with an exogenously
given probability r> O. This probability of termination serves the dual func
tion of discounting the future and measuring the expected frequency of
interaction of contracting parties in this market.

12.5.1 The Spot-Contracting Mode

At the beginning of any period, the buyer and seller write a spot contract
specifying the service that the seller is to provide, as well as the terms of
trade. The buyer knows her own payoff and the seller's cost of providing
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the service. She makes a take-it-or-leave-it contract offer, which the seller
can accept or reject. If the seller rejects, he gets a reservation payoff
of u. Thus a spot contract is a pair {a, pea)}, where pea) denotes the
payment to the seller for providing service a. The spot-contracting game
can be analyzed as a simple informed-principal problem as in Myerson
(1983) or Maskin and Tirole (1990). It could potentially have many differ
ent solutions..Bolton and Rajan (2001) argue that a natural solution to this
contracting g'ame can be characterized as the solution to a slightly modified
ex ante problem, which admits aunique solution.

The modified problem is a contracting problem where the buyer and
seller agree on an incentive-compatible state-contingent spot contract
before the state of nature is realized and observed by the buyer. Applying
the revelation principle, an ex ante efficient spot contract is a pair of state
contingent action and compensation schedules {ace), P[a(e)]} that maxi
mizes the buyer's expected payoff subject to meeting the following
incentive-compatibility and individual-rationality constraints:

1
max -6L {v[ace), e]- P[ace), eJ}

a(8)'p[a(8)] 1 8

subject to

1~ L8{P[ace), e] - c[ace), e]} ~ IT

and, for all (e, 0) E ex e

v[ace), e] -P[ace), eJ ~ v[a(O), eJ - P[a(O), OJ

(IR)

(Ie)

Note first that, in order to be incentive compatible, a contract has to
specify a constant payment for the same action chosen in two different
states of nature, that is,

P[a(e), eJ =P[a(e)]

Incentive-compatible contracts thus take the form {aCe), P[a(e)]}.
Second, an optimal contract has to be such that P[a(e)] = P. To see this

point, note that any contract with

induces the same choice of service by the buyer in all states of nature: She
simply picks the cheaper service available, say service al [if peal) < P(az) 
(VH - VL)]. The net expected total surplus from such a contract is
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or

This contract is dominated by a contract with M ~ VH - VL. Indeed, under
the latter contract, the buyer optimizes in a lexicographic order, first, by
selecting the service in each state that maximizes v(a, 8) and, second, when
both services have the same gross return [v(al. 8) =v(az, 8)], by picking the
cheaper service (since she is then indifferent). It is easily shown that the
total net surplus is then

Note finally that picking the cheaper service with the lower price (as
opposed to the one with the lower cost) is not cost minimizing. The total
surplus from trade could be increased in the latter class of contracts by
setting M =0, so that the buyer, when indifferent between the two actions,
could choose the less costly service. Straightforward computations indicate
that the total net surplus is then

Consequently, the ex ante second-best contract is such that

peal) =P(az) =P =%CH +11

Importantly, note that the contract with P[a(8)] =P does not achieve the
same surplus as a first-best contract, which implements an action plan to
maximize v(a, 8) - c(a, 8). As is easily shown, the first-best outcome yields
an expected surplus of

In other words, under the ex ante second-best contract, there is a short
fall in profits of
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To sum up: the ex ante optimal spot contract takes a very simple form:
It is a sales contract specifying a state-independent identical price for each
service. The price is set at a level such that the seller is compensated for the
costs he is expected to incur. Under such a contract, an inefficiency arises
because the buyer's objective is to maximize (v - P) instead of (v - c). We
now turn to the employment contract and show that one equilibrium under
this contract may yield the first-best payoff.

12.5.2 The Employment Relation and Efficient Authority

Consider now the situation where a buyer and seller have elected to remove
themselves from the large pool of anonymous agents that constitute the
market and to enter into a long-term employment contract. Such a contract
entails an obligation on the part of the seller/employee to carry out the
buyer/employer's directions or commands. In exchange the buyer/employer
commits to a flow wage payment w, and also promises discretionary bonus
payments b to be paid in the event that the employee has to carry out a par
ticularly onerous task.The contract is open ended and at will. In other words,
either party is free to quit at any time. In particular, the buyer/employer is
free to fire the seller/employee should the latter fail to execute her com
mands. The contract has an indefinite duration and ends either when one of
the parties decides to quit or when an eXQgenous event occurs that induces
separation. Recall that the probability of such an event occurring at any
given time is denoted by y> O. In sum, the employment contract described
here is a simple form of relational contract as analyzed in Chapter 10.

The relation specifies the following sequence of events in every time
period t:

1. The buyer learns the state of nature that prevails in period t and directs
the seller to provide a given service at E {al. az}.

2. The seller responds by either executing the buyer's demand, thereby
learning the cost c(at, 8) of doing so, or by quitting, having decided not to
execute her order.

3. If the seller executes the buyer's order, the buyer must choose whether
to pay a compensatory bonus to the seller.

Let ht= {(co, ao), (Cl. aI), ... ,(Ct-b at-I)} denote the history of the employ
ment relation up to period t shared,;by both parties. It is the sequence of
executed actions and realized costs for the first t periods of time, beginning
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with time period t =0 (realized benefits could also be part of the history,
but these tum out to be redundant information here). Given (h t , 8t) where
8t is the prevailing state at time period t, the buyer's strategy is a pair
{al8n ht), bl8t, ht)} and the seller's strategy is an execute/quit rule xlat, ht)

E {O, 1}, where x =1 when the seller decides to execute the prescribed action
and x = 0 when he decides to quit.

As we know from Chapter 10, the optimal employment relational con
tract maximizes the expected surplus from the employment relation, subject
to satisfying incentive and participation constraints. Obviously, when the
employment contract induces first-best equilibrium play, it is efficient.
Bolton and Rajan characterize the employment contract for which first-best
equilibrium play can be supported for the largest interval of termination
probabilities y. This contract is given by the following:

1. A bonus payment just large enough to induce the employer to always
choose a cost-minimizing action. This requires that

When this inequality holds, it is not in the employer's interest to order a
high-cost action in order to gain (VH - VL - b).

2. A wage payment just sufficient to ensure participation by the employee.
Assuming it = 0, this means

3. First-best action choice-al8t , h t ) = aFB
( 8t)-and promised bonus pay

ments-bt(8ll ht) =min{c(at-h 8t- 1), bI-as long as the employee has executed
all previous orders; otherwise, ate8ll ht) =maxa v(a, 8t)and bl8ll ht) =O.

4. Execution of employer orders-xlat, h t ) = 1-as long as the seller has
made the promised bonus payments-bt- 1(8t- h ht-1) =min{c(at-z, 8t- z), b}
otherwise refusal to carry out the order-xlall ht ) =O.

The employer's present expected payoff under the optimal relational
contract is then

This expression compares with the present expected payoff by engaging
in a s~quence of spot contracts given by



(12.1)

(12.2)
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The equilibrium under the employment relation obtains only if it is in
the employer's interest to pay the bonus b =VH- VL whenever the employee
was ordered to choose an action with cost CH' If the employer decides to
renege on the promised bonus payment, the employment relation dissolves,
so that the m~st she can hope to obtain from such a deviation is

1- r (1 3 3)b+-- -VL +-VH --CHr 4· 4 8

If, however, she does not renege, she obtains at least -

l~r (~VL +%VH -}CH)

Consequently, the employer makes the promised bonus payment only if

l~r (~VL +%VH -}CH ) ~ b+ 1~r (}VL +iVH -~CH)

If this condition holds, it is a best response for the employee to execute
the prescribed action as long as he continues receiving compensatory bonus
payments, and otherwise to quit. Similarly, if this condition holds, it is a best
response for the employer to choose atC lJr, he) = aFB

( lJe) and bt(lJr, ht) =
min{c(at-b lJt- 1), b} as long as the seller has'executed all previous orders [and
otherwise to set ae( lJr, he) =maxa v(a, lJe) and be( lJe, ht) =0].

If, however, condition (12.1) does not hold, the employment relation is
not sustainable. There is thus a cutoff r defined as

O
A [VL-(VH-CH)] 1

<r= <
[8(VH - VL) +VL - (VH - CH)]

such that, if the probability of termination r is smaller than or equal to
r, the internal-transaction mode organized around an authority relation
dominates the spot-contracting mode.

This result summarizes in simple terms the main factors that underlie the
choice between spot contracting and authority:
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• The less durable the relation, that is, the higher the probability of termi
nation y, the less likely it is for a buyer and seller to engage in an employ
ment relation.

• The larger the scope of "exploitation" of the seller/employee by the
buyer/employer (as measured by the size of VH - VL), the less likely is the
emergence of an employment relation.

Remarkably, these factors are closely related to those emphasized by
Simon(1951) in his theory of the employment relation (see Chapter 11).
Finally, note that, by allowing for general probability distributions over
states of nature, this theory would also be able to stress that the employ
ment relation is less likely to emerge when there is less uncertainty as to
the nature of the service desired by the buyer.

12.6 Summary and Literature Notes

This chapter has focused on the observable-but-unverifiable-information
paradigm, and began with the pioneering contribution by Maskin (1977).
He was the first to highlight the power of revelation mechanisms when it is
common knowledge that agents share information that is unavailable to the
principal, because one can compare their announcements and reward them
on the basis of this comparison. Maskin, moreover, constructed mecha
nisms/contracts that achieve unique Nash implementation after having
identified necessary conditions for implementation. This work has inspired
a large literature summarized in Moore (1992). Within this literature, the
work by Moore and Repullo (1988) shows that the set of implementable
functions is significantly larger when one moves from unique Nash imple
mentation to unique subgame-perfect implementation.

This implementation literature has, however, been criticized on two
grounds: first and foremost because the mechanisms it has identified do not
seem to be used in real-world settings, and second because they typically
commit individuals to play inefficient outcomes on some equilibrium paths,
and are therefore not renegotiation-proof. .Subsequent contributions, .
however, have shown that the introduction of renegotiation "may kill two
birds with one stone":9 Relying on equilibrium future renegotiation permits
implementation of optimal outcomes using simple and realistic initial con
tracts. lO This possibility has been shown in this chapter in the specific context
of the holdup problem. In this setting, the specifics of the environment
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(potential availability of default options, potential ability to influence bar
gaining powers in renegotiation, presence or absence of direct investment
externalities) determine whether first-best outcomes can be achieved or
not. As we have shown, one often cannot improve upon simple contracts
like an option to sell (as in Noldeke and Schmidt, 1995), a default option
tied to a penalty for delayed trade (as in Aghion, Dewatripont, and Rey,
1994), or a simple pair of prices for trade/no trade (as in Hart and Moore,
1988).

In some extreme cases, the null contract is even the optimal contract.
For example,. as shown by Che and Hausch (1999), it may be inefficient
to sign an initial contract with a positive default level of trade in a setting
where the seller's investment directly increases the buyer's valuation
for the good, since the buyer benefits from the seller's investment through
her ability to request the default trade.ll An alternative setting in which the
null contract may be approximately optimal is the one considered by Segal
(1999a), where the type of good to be traded ex post is unverifiable: In
this case, when the environment becomes very complex, as measured by the
unboundedly large number of possible types of goods that can be traded,
the value of contracting goes to zero when commitment not to renegotiate
is assumed away.12

The preceding results have been derived under the assumption that
actions (e.g., the level or nature of trade) are contractable both ex ante and
ex post. Even under this assumption, the results of Che-Hausch and Segal
can be seen as providing foundations 'for the Grossman-Hart-Moore

9. Of course, assuming away the parties' ability to commit not to take advantage of future
Pareto-improving opportunities clearly reduces the set of implementable outcomes. For a
general analysis of implementation with renegotiation, see Maskin and Moore (1999) and
Segal and Whinston (2002).

10. Aghion, Dewatripont, and Rey (2002) make the point more generally that contracts can
often be seen as partially influencing an underlying game that the contracting parties are
bound to play in the future. This "partial contracting" interpretation should be contrasted with
"classical" mechanism design a la Maskin (1999) or Moore-Repullo (1988) where the game
the agents play is completely endogenous.

11. Bernheim and Whinston (1998b) consider a more general setting where signing a contract
with fewer clauses (i.e., with more "ambiguity") improves the parties' incentives to behave
efficiently in the relationship.

12. Reiche (2003a) explores a setting where investment is "ambiguous," that is, has a
value that· can be negative if the wrong ex post action is taken. In this case, the value of
contracting also goes to zero in the absence of increasing complexity. And Reiche (2003b)
is the first attempt to analyze the issues raised by Segal in an asymmetric information
context.
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incomplete-contract paradigm, which strictly limits the power of ex ante
contracting. The argument invoked to justify such limitations is that actions
are contractable ex post but not ex ante. As shown by Hart and Moore
(1999), what often matters, however, for the power of ex ante contracting
is not whether actions are contractable ex ante but whether parties can
commit not to engage in future Pareto-improving renegotiation of the con
tract. This finding is consistent with the general results of Maskin and Tirole
(1999a), who show that first-best outcomes can be achieved under full com
mitment despite ex ante noncontractability of actions.13 As shown by Hart
and Moore (1999), the irrelevance of ex ante noncontractability of actions
is not valid, however, if the contracting parties are both risk neutral and
unable to commit not to renegotiate the initial contract.

The preceding debate on the "foundations of incomplete contracting" has
proceeded under the assumption that actions are noncontractable ex ante
but contractable ex post. An alternative route is to focus on actions that are
contractable neither ex ante nor ex post. Such actions are similar to the
effort variable in moral-hazard models, which the principal can never con
tract upon: The agent is by assumption "in charge" of choosing the effort
level. Assuming that actions are not even contractable ex post directly leads
to a theory of authority, when one is able to choose who is ~ charge of a
given action. We have shown in this chapter how the pioneering contribu
tion of Aghion and Bolton (1992) on debt as a contingent-control device
can be reinterpreted quite simply in terms of a "complete contract" setting
with ex ante and ex post noncontractable actions. Other contributions that
have built on ex ante and ex post noncontractable actions to investigate
applications in corporate finance or the theory of organizations include
Dewatripont and Tirole (1994a), Legros and Newman (2000), Hart and
Moore (2000), and Hart and Holmstrom (2002). Aghion and Tirole (1997)
have enriched the paradigm by distinguishing between "formal authority,"
the right to take decisions, and "real authority," the ability to take decisions,
which often requires appropriate knowledge. Burkart, Gromb, and Panunzi
(1997) and Dessein (2002) have used this setup in a corporate finance
context, while Dessein (2004) and Aghion, Dewatripont, and Rey (2004)
have further explored the connection between information transmission
and authority in organizations.

13. See also Maskin and Trrole (1999b) and Maskin (2002) for specific illustrations and Tirole
(1999) for a general discussion.
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We have concluded this chapter by discussing how a repeated game with
ex post unverifiable payoffs can provide an alternative theory of authority.
We have based our discussion on a model due to Bolton and Rajan (2001).
This approach is closely related to more reduced-form models of authority
with implicit cooperation in relational contracts by Bull (1987), MacLeod
and Malcomson (1989), Wernerfelt (1997), Kreps (1997), Baker, Gibbons,
and Murphy (2002), Halonen (2002), and Levin (2003), among others.

Though y.te have covered quite an extensive set of models in this chapter,
let us end by mentioning two additional approaches that try to endogenize
contractual incompleteness. First, Anderlini and Felli (1994) have explored
the role of bounds on the complexity of contracts, a topic worth pursuing
in the future together with other approaches to "bounded rationality."
Second, various papers have considered a signaling explanation of contract
incompleteness. For example, a football player may forgo an injury insur
ance clause in his contract in order not to signal that he thinks he is acci
dent-prone (Spier, 1992); a supplier may forgo a penalty for breach of
contract by his buyer in order not to signal that he is afraid of potential
competitors (Aghion and Bolton, 1987); and, similarly, not signing a long
term labor contract or debt contract may signal that one is not afraid to go
back on the labor or capital market (Hermalin, 1988; Diamond, 1993).
Finally, Aghion and Hermalin (1990) have argued that legal restrictions on
contracts may limit this kind of (wasteful) signaling.
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This chapter considers a limitation on contracting that is very different from
the one discussed in the previous two chapters: instead of considering the
impossibility of contracting on some states of nature or actions, this chapter
considers limits on the number of parties that can be part of the same con
tract. Specifically, we shall consider competition between multiple prin
cipals that each simultaneously offer agents bilateral contracts. In a way, we
already considered, in Part III, a form of intertemporal competition in the
case of a single principal; for example, in Chapter 9, a durable-good mon
opoly's desire to maximize profits in future conflicts with its overall profit
maximization motive as of now. We were, however, able to reinterpret such
intertemporal competition in terms of additional constraints on the initial
"grand contract." Here instead, with competition between principals, we are
closer to an industrial organization setup, where bilateral contracts are the
strategic variables of the game.

This chapter provides only selected coverage of the large number of
models of market competition with bilateral contracts. It starts by covering
by now classical ideas on market breakdown and existence of equilibrium
problems under adverse selection, work due in particular to Akerlof and to
Rothschild and Stiglitz. This material considers exclusive bilateral con
tracting. The chapter continues with an exploration of competition with
exclusive contracts when contract offers are made sequentially and early
contractual agreements can be set up to create a barrier to entry for future
competitors. The chapter then proceeds with an analysis of nonexclusive
contracting, which has been the subject of more recent work-with the
analysis of "common-agency" games in particular. Finally, we close the
chapter with an analysis of the link between product market competition
and incentives, treating in turn competition between principal-agent pairs
and the disciplinary role of product market competition on managers.

13.1 (Static) Adverse Selection: Market Breakdown and Existence Problems

In this section we cover the classic contributions of Akerlof (1970) and of
Rothschild and Stiglitz (1976). We offer a unified treatment of their ideas
by focusing on a single application: an insurance problem.

Thus, consider the insurance problem with individuals defined by their
probability Pi of having an accident (with, say, PI < pz < ... <PN) and type
Pi being represented in proportion CXj in the population of individuals.
Specifically, an individual has wealth wand utility u(w) without an a~c::.:c;;;;;id:.;;e.;:;;n;;;.;t,===--==.,

L S..B.E ~' ... ~
- , .. ~.,
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whereas he suffers an income loss L and has utility u(W ....: L) following an
accident. Utility is increasing and concave, so that individuals are ready to
pay an insurance premium for being fully insured at actuarially fair rates.
However, if there is perfect competition between risk-neutral insurers and
full information, the insurance premium Ii paid by individuals of type i is
such that

Ii=piL

In this case, we know that risk-averse individuals strictly benefit from
insurance, because they obtain a payoff of

u(W - Ii) > PiU(W - L)+(l-Pi)U(W)

13.1.1 The Case of a Single Contract

Assume now that only individuals know their own types, that is, their own
accident probability Pi' Moreover, assume, as in Akerlof (1970), that only
one type ofcontract, here for simplicity a full-insurance contract, is available.
In this case, only one premium level I will emerge in equilibrium. For an
individual to accept the equilibrium contract, we must have u(W - I) ~

PiU(W - L) + (1 - Pi)U(W), This means that only individuals with a high
enough risk of accident will seek insurance. Note also that, just as
in the analysis of credit rationing under adverse selection in Chapter 2,
raising the price (here, the premium) of insurance worsens the pool of
informed parties that accept the contra.ct. With a finite number of types, at
worst there can be an equilibrium with insurance solely for the highest-risk
type PN' For another equilibrium to exist with, say, types pj to PN accepting
the contract, we need

u(w-I)~Piu(w-L)+(l-Pi)U(W) for i = j, j+1, ... , N

u(w - I) <PiU(W - L)+(l-Pi)U(W) for i = 1, 2, ... , j-1

and

N N

LaJ= LaiPiL
i=j i=j

Intuitively, we need to find a break-even insurance premium I that makes
it profitable for all types j to N to accept to pay 1. The challenge is that the
lower the risk of an accident for an individual, the less valuable is a given
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insurance contract. Any contract that pools several types has lower-risk
individuals subsidizing higher-risk individuals, for the insurer to break even
on average. On the one hand, if high-risk individuals are too costly (that is,
have very high accident probabilities) or too numerous, then lower-risk
individuals will prefer not to be insured at all. On the other hand, if utility
is concave enough and the p/s close enough, all types will pool; in this case,
everybody will get insurance just as with full information.

With adverse selection, things can thus differ from full information in that
(1) low-risk types may prefer not to be insured; (2) in the extreme case,
only the highest-risk individuals will be covered (we have a "degenerate"
market); and (3) there can be multiple equilibria; in this case, equilibria are
Pareto-ranked: any individual who is insured prefers to be pooled with as
many lower-risk individuals as possible, to enjoy more favorable cross
subsidization; moreover, since insurance is voluntary, individuals are better
off in equilibria where they choose to be insured.

Note, however, that the equilibrium with maximum coverage is con
strained Pareto-efficient: given the constraint of a unique contract, there
is no way to satisfy the zero-profit condition for insurers and to make it
attractive for lower-risk individuals to join in the pool, because cross
subsidization would be too unfavorable for them. A government without
better information on individual types, however, could improve total
surplus by subsidizing all insurance contracts, while having equal lump-sum
taxation on all individuals: with perfect competition among insurers, the
subsidy would be translated into a lower premium, therefore offsetting the
taxation for those who choose to be insured; moreover, the subsidy would
increase the attractiveness of insurance, making more types ready to join
the pool of insurees.1

The preceding analysis exactly parallels that in the original Akerlof
model, where uninformed buyers are facing sellers of used cars of unknown
qualities, but where it is common knowledge that sellers know the quality
of their own car and where reservation prices are increasing in quality, since
the alternative to selling is to keep using one's car. Consequently, just as
here where raising the insurance premium worsens the pool of insurees, in .
the Akerlof model lowering the price of used cars worsens the pool of
sellers. Therefore, it may become impossible to trade any other cars than

1. See the recent paper by Bisin, Geanakoplos, Gottardi, Minelli, and Polemarchakis (2004)
for a general statement of this result.
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the worst ones in a world where, under symmetric inforniation, all cars
would be sold in equilibrium.

One final remark: In our insurance setup, we do not have "full market
breakdown," that is, the absence of trade in the worst possible equilibrium.
This outcome is possible in Akerlof's model but does not arise here because
we have assumed that everybody trades under full information. Conse
quently, it is always profitable to offer an insurance contract acceptable only
to the "worst'! type. If instead the worst type were not able to trade under
full information, the presence of adverse selection can then give rise to
complete market breakdown as the only equilibrium.

13.1.2 The Case of Multiple Contracts

Following Rothschild and Stiglitz (1976), let us now allow for multiple
contracts and screening. In particular, one can introduce the possibility of
deductibles. Two types (PI < pz) suffice to illustrate the main insights from
their analysis. What Rothschild and Stiglitz have shown is that (1) if insur
ers are allowed to engage in "cream skimming" by offering better terms to
low-risk individuals, pooling equilibria will fail to exist; (2) separating equi
libria will also fail to exist if the proportion of high-risk individuals is low
enough in the population; and (3) if an equilibrium does exist, it is con
strained Pareto-efficient.

The maintained assumption in Rothschild and Stiglitz's analysis is that
insurance contracts are exclusive: each individual can take on only a single
insurance contract. Section 13.3 will look at nonexclusive contracts, while
section 13.2 will endogenize the degree of exclusivity, by allowing for con
tractual penalties for switching contractual partners.

The game considered by Rothschild and Stiglitz is as follows: In stage
one, insurers can offer individuals contracts that are pairs (h D i), where, as
before, Ii is the insurance premium while Di is the deductible. If an indi
vidual of type i accepts this contract, she obtains an expected payoff

PiU(W - Di - I i)+(l-Pi)U(W- Ii)

In stage two, individuals choose the best possible insurance contract or
decide to remain uninsured, in which case they obtain an expected payoff
PiU(W - L) + (1 - Pi)U(W),
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Rothschild and Stiglitz assume that insurers are committed to honoring
these contracts once they have been offered, even" if insurers end up losing
money on them. In equilibrium, however, they have to earn zero profits,
because insurers compete a la Bertrand: if an insurer is earning positive
profits by offering some stage-one insurance contracts [say, pairs (h D i), for
i =1, 2], an inactive insurer could take away these profits by offering exactly
the same menu of contracts, but with a slightly lower insurance premium
for everybody (that is, ask for Ii - c, with c> 0 but arbitrarily small and con
stant across i's). This insurer would now earn strictly positive profits.

What are the candidate zero-profit equilibria? First, these cannot be
pooling equilibria because of "cream-skimming" behavior. To be precise,
assume an active insurer is earning zero profits by pooling risks, that is, by
attracting low-risk and high-risk individuals in proportions {3 and (1 - {3)
with the contract (lj, Dj ), such that:

lj = [Pl{3 +pz (1- {3)](L - Dj )

An inactive insurer could then earn strictly positive profits by entering the
market and offering a lower-premium, higher-deductible contract (lk, Dk )

that is attractive only to low-risk individuals. For this to be the case, the new
contract has to simultaneously satisfy the constraints:

P1u(W - Dk - h)+ (1- P1)u(w - lk) 2:: P1u(w - D j - lj) +(1- P1)u(w - lj)

and

Pzu~W - Dk '- h)+ (1- pz)u(w - h) < Pzu(w - D j - lj)+ (1- pz)u(w - lj)

These inequalities imply that:

(pz - P1)[u(w - D j - lj) - u(w - Dk - h)] 2:: (pz - Pl)[U(W - lj) - u(w - h)]

Since pz >pI, it is possible to find D k> Dj and h < lj such that these inequal
ities are satisfied. An entrant can therefore manage to attract only low-risk
individuals. Can it also make positive profits? Yes, and this result can be
shown as follows: Consider a contract (lk, Dk ) that would leave low-risk
types indifferent in comparison with the earlier cqntract (lj, Dj ). In this case,
if the new contract is very close to the old one, that is, if the premium and
the deductible are not changed much, the insurer will make almost the same
(strictly positive) profit on low-risk types as under the pooling contract, only
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slightly less because of slightly worse insurance. Moreover, it will not lose
money anymore on high-risk types, since this contract does not attract any
of those risks. This contract can thus be profitably offered by an entrant, a
result which proves that there exist no pooling equilibria.

Can there be separating equilibria? As we learned in Chapter 2, these
clearly have to involve full insurance for high-risk types: there is no reason
to distort their choice of insurance, because low-risk individuals do not have
any incentive' to "pretend" to be high risk. Due to perfect competition,
insurers will earn zero profits on high-risk individuals; simultaneously, low
risk individuals will be offered the best possible partial insurance contract
conditional on being unattractive to high-risk individuals. Specifically, equi
librium contracts (Il. D 1) and (Iz, Dz) will have to be such that

Dz=O

and

Iz =pzL

while (Il. D1) solves

max Plu(w - ~ - 11) +(1- Pl)u(w - 11)

such that

and

This pair of contracts is constrained Pareto-efficient among the set of sepa
rating contracts: indeed, they support a "least-cost separating equilibrium,"
since insurance is maximized for high risks, and maximized subject to the
incentive constraint for low risks.

The problem is that this pair of contracts may also fail to be an equilib
rium, in which case we have nonexistence of a competitive equilibrium: by
looking at the preceding maximization program, one can note first that the
contract offered to low risks does not depend on the proportions a1 and az
of low risks and high risks in the economy; and second that the contract will
involve a larger deductible the larger the difference pz - P1 between low
risks and high risks. As a result, in order to induce separation and to avoid
the cross-subsidization between types associated with pooling, low risks
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may end up facing a lot of risk. If the proportion of high risks is low enough
in the economy, low risks would in fact be better off being pooled with high
risks, in order to enjoy full insurance. Moreover, since high risks can only
benefit from pooling, an inactive insurer could earn positive profits by
entering and offering a single full-insurance contract that would Pareto
dominate the preceding separating contracts. 1his move would, however,
eliminate the candidate separating equilibrium. And this outcome would
imply nonexistence of equilibrium, because a pooling contract cannot be an
equilibrium either, as we have demonstrated.

Recall from Chapter 3 that a similar issue arises in signaling models: the
Cho and Kreps (1987) equilibrium is also the least-cost separating equilib
rium, and it can also be Pareto-dominated. It survives as a perfect Bayesian
equilibrium, however, thanks to the Cho-Kreps out-of-equilibrium beliefs.
Here instead, in a screening context, there are no off-equilibrium beliefs to
consider: individuals just have to compare two insurance contracts with
known payoffs.

However, our ruling out pooling equilibria, together with the consequent
nonexistence of equilibrium, does depend on the fact that we allow firms
to steal customers from one another in a "targeted" way.1his possibility
exists in the Rothschild-Stiglitz setup because high risks stick \Yith the initial
pooling contract, which could bankrupt the insurer that offers it, once low
risks have gone. Several authors have proposed solutions to this nonexis
tence problem by modifying this latter assumption:

• Wilson (1977) considers the notion of anticipatory equilibrium; under this
concept, deviations that would become unprofitable if the initial contracts
were withdrawn are not allowed (the initial contracts could become unprof
itable and be withdrawn when they are competing against the deviating
offer). With this restriction on allowable deviations, pooling equilibria may
survive against deviations with separating contracts if the deviation causes
the initial pooling contract to be unprofitable. Indeed, the withdrawal of the
initial pooling contract then, in turn, causes the deviating contract to be
unprofitable (since following the withdrawal of the initial pooling con
tract, the deviating contract attracts all types; and is unprofitable as a
consequence).

• Riley (1979) instead defines the notion of reactive equilibrium; here, one
does not allow deviations that would become unprofitable if they led com
petitors to react by adding new contracts.1his in fact allows the least-cost
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separating contract to survive as a reactive equilibrium, because we know
that it can be broken only by pooling contracts, which themselves can be
broken by a separating contract.

Several. authors have tried to provide game-theoretic foundations for
these analyses. For example, Hellwig (1987) looks at a game where, in stage
1, firms make offers to individuals, in stage 2 offers can be withdrawn, and
in stage 3 inqlviduals choose between the remaining offers. He shows that
the Wilson equilibrium is a perfect Bayesian equilibrium of this game, and
even the unique "stable" one (in the terminology of Kohlberg and Mertens,
1986, who have built upon the "intuitive criterion" of Cho and Kreps). In
contrast, Engers and Fernandez (1987) look at the same game as Hellwig's
except that stage 2 is replaced by successive rounds in which firms can add
contracts to the set of contracts already on offer. They show that the Riley
equilibrium is a perfect Bayesian equilibrium of this game but that there
may be other equilibria too, which can be supported by "trigger strategies"
similar to those used to support equilibria in repeated games. It remains an
open question whether either the Wilson or Riley equilibrium would con
tinue to exist in the larger, more natural, game where in stage 2 offers can
be added or withdrawn.

13.2 Contracts as a Barrier to Entry

In many market settings buyers do not get all competing contract offers at
the same time. Often buyers may, for example, already have insurance
coverage from an existing insurer when a new entrant appears with more
attractive terms. More generally, when sellers make contract offers sequen
tially, then early sellers may attempt to lock customers into long-term con
tracts by imposing penalties on the buyer in the event of early termination.

It is not obvious a priori that contracts that lock in customers in this way
would ever be agreeable to buyers. After all, buyers only stand to lose by
limiting competition among sellers. As Aghion and Bolton (1987) have
shown, however, there may still be gains from trade for the buyer and initial
seller at the expense of future more efficient sellers in signing such "exclu
sive" contracts. In short, contracts that specify penalties for early termina
tion can be used to extract efficiency rents from future entrants.

To see how this works, consider the following simple example adapted
from Ziss (1996). Suppose that there are two transaction periods, t =0 and
t =1. In period 0 an incumbent firm -can offer a service at cost c[ > O. A (rep-
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resentative) buyer is willing to pay at most v = 1 for the service. Suppose
that Cj:S;; t for simplicity. This assumption implies in particular that there
are gains from trade between the buyer and seller. In period 1 a new entrant
may be able to provide the service at cost CEo

As there is only one firm in period 0, the price of the service will be Po =
1. In period 1, however, entry will occur whenever CE:S;; c[, ensuring that com
petition will take place. Suppose that the incumbent firm has only signed a
spot insurance contract with the buyer in period 0; then in period 1 the
buyer is "up for grabs" when entry occurs, and Bertrand price competition
between the incumbent and the entrant ensures that the equilibrium price
will be PI = Cj. When entry does not occur, then the incumbent continues to
charge the "monopoly price" PI =1.

Assuming for simplicity that the prior probability distribution of the
entrant's future cost CE is uniformly distributed on the interval [0, 1], the
buyer's ex ante expected payoff under spot contracting is given by

(1-cj )cj

and the incumbent's payoff is

1-cj +(l-Cj)2

Suppose now that the incumbent and buyer sign a long-term contract in
period 0 specifying a price for the service in both periods Po and PI as well
as a penalty for early termination d > O. Under such a contract the buyer
would agree to switch to the entrant in period 1 only if the entrant's offer
PE is so low that

1-PE ~1-PI +d

The probability of entry under such a contract is then

Pr(entry) = Pr(cE :s;; P1 - d) = P1 - d

Notice that in a Bertrand equilibrium in period 1 the entrant would only
need to offer a price PE =PI - d to attract the buyer, so that the buyer's
expected payoff under such a long-term contract is simply (1-Po) + (1-PI)..

The incumbent's ex ante expected payoff, however, is

Po -Cj +(PI -Cj)(1-PI +d) +d(PI -d)

Given that the buyer always has the option of only accepting a spot
contract from the incumbent, the long-term contract (Po, PI, d) is. accept
able to the buyer only if
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Therefore, the incumbent seller's problem is to choose (Po, Ph d) to solve
the following maximization problem:

max {PO-CI+(PI-CI)(l-PI +d)+d(PI-d)}
(PO,Pl,d)

subject to

(1-Po)+(l-PI);;::: (l-CI)cI

Notice that the incumbent seller can set Po =1 without loss of generality.
Therefore, the incumbent's problem reduces to choosing d to maximize

(1- CI) +(1- CI)2[(1_ CI)cI + d] + d[l- (1- CI)cI - d]

Solving for the optimal d, one observes that

d* = 1+ (1- CI)(1- 2CI) > 0
2

and

CI
Pr(entry) = PI - d* =

2

Two important observations emerge from this simple analysis. First, it is
always preferable for the incumbent tO'sign a long-term contract with the
buyer, which partially locks the buyer in. Second, this contract tends to
reduce competition overall because the probability of entry under the long
term contract is CI/2, as opposed to CI under spot contracting.

The long-term contract serves as a device to extract part of the efficiency
rent of the new entrant. As in the classic contracting problems discussed in
Chapter 2, the optimal contract trades off rent extraction and allocative effi
ciency. The difference here is that it is a buyer-seller coalition that does the
rent extraction at the expense of a more efficient future seller. The general
implication of this analysis is that "contract markets" may not give rise to
the same efficient competitive outcome as competitive markets for goods.
By writing exclusionary contracts, buyer and seller coalitions can distort
competition and produce inefficient equilibrium outcomes.

These implications go beyond the preceding simple illustrative example.
They are also robust to a number of generalizations. As can be readily ver
ified, the long-term contract continues to give rise to the same inefficient



611 Incomplete Contracts

exclusion even if it can be renegotiated ex post, as long as the entrant's cost
CE remains private information. When the entrant's cost is public informa
tion, then inefficient exclusion can still arise when there are many buyers
and when the entrant gains from increasing returns to scale. As can be
readily checked, the incumbent seller can then achieve an equilibrium
outcome where every buyer accepts a long-term exclusionary contract in a
subgame-perfect equilibrium.

13.3 Competition with Bilateral Nonexclusive Contracts in the Presence of
Externalities

We now relax the assumption that contracts are exclusive and consider con
tractual situations where the principal may freely sign multiple bilateral
contracts with different agents. The larger the number of agents the princi
pal can contract with, the more complex the multilateral contracting game
the parties are involved in. The fine details of such a contracting game in
reality-who gets to make the first contractual offer, what happens when
multiple offers are made and some are turned down, what is the order of
counteroffers, and so on-may be so complex that they may'_ be virtually
impossible to keep track of in a formal analysis of optimal contracting.

Accordingly, one strand of the literature has taken a cooperative-game
approach to the analysis of these complex contracting games, which sup
presses most institutional details of the contracting process and focuses
instead on "reasonable" properties any equilibrium outcome must satisfy
(see Ray and Vohra, 1997, for a notable contribution in this vein). Another
approach has been to generalize the classical Walrasian competitive equi
librium framework to allow for asymmetric information and contracting
with nonexclusive contracts. Under this approach, the objective is to char
acterize equilibrium contractual outcomes and to determine the existence
of competitive equilibria and their efficiency. Some of the most notable COn
tributions in this line are by Prescott and Townsend (1984), Gale (1992),
Dubey, Geanakoplos, and Shubik (1996), Bisin and Gottardi (1999), and
Bisin and Guaitoli (1998).

In keeping with most of the earlier parts of the book, we shall cover only
the theoretical analyses that take a noncooperative game-theoretic
approach to modeling competition in nonexclusive contracts. We refer the
reader interested in the other two approaches to the works we have cited.
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The main advantages of the noncooperative approach have been nicely
formulated by Gale as follows:

Issues of tractability aside, the (noncooperative) approach remains an ideal towards
which economic theory ought to strive. The virtue of the noncooperative approach
is that every detail of the environment is made explicit.The extensive form describes
all the institutional details of the market, the information that is available to the
players and the actions they can take. It determines a unique feasible outcome for
every possible/profile of player strategies, not just the equilibrium strategies. Finally,
it avoids the embarrassment of the invisible hand: everything that happens in equi
librium can be attributed to the actions of the players. (1992, p. 229)

A potential drawback of this approach to keep in mind, however, is that
it unfortunately predicts outcomes that tend to be sensitive to fine institu
tional details, such as who makes the contracting offers, whether public
commitments are available, and whether the parties are engaged in a one
shot game or interact repeatedly. It is then always a concern that an inad
equate institutional representation of a particular contracting situation may
have led to the wrong predictions on the efficiency of particular contrac
tual arrangments.

The problem of nonexclusive contracting arises in many contexts. For
example, it is common in insurance markets, as has been stressed in the
classic contribution by Pauly (1974). His article is one of the first to argue
that an insuree's inability to commit not to contract with multiple insurers
can result in "overinsurance" and ul~imately undermine the insuree's
welfare. It is also a well-recognized problem in credit markets, where the
risk of "debt dilution" arises when a borrower can borrow from multiple
different sources (see, e.g., Fama and Miller, 1972; White, 1980). Other sit
uations include upstream firms supplying inputs to multiple competitors, a
firm selling a product with network externalities, and auctions and bidding
with externalities (e.g., the spectrum auctions, takeover bids, etc.).

Rather than analyze one of these particular settings, like insurance con
tracting or borrowing and lending, we shall attempt to highlight the princi
ples and factors that are common to all these situations by analyzing a
general model of contracting between one principal and multiple agents
due to Segal (1999b).

In this contracting problem, one principal can engage in a bilateral
contractual relation with any of N agents facing him (i =1, 2, ... , N).2 Let

2. In the literature on common agency problems the terminology is often the reverse, with a
single agent facing N principals (see Bernheim and Wbinston, 1985, 1986a, 1986b).
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Xi E Xi ~ R+ denote the trade with agent i and let ti the payment from agent
i to the principal. Then, x = (Xl, ... ,XN) denotes the trade profile with all N
agents. The principal's payoff under this trade profile is given by

N

'2: t i + f(x)
i=l

while each agent i's payoff is

Ui(X) -ti

Importantly, we shall allow for an agent j's trade Xj to impose an exter
nality on another agent i "* j, in two ways. First, agent j's trade may increase
or decrease the principal's payoff of trading with agent i. Second, agent
j's trade may increase or decrease agent i's payoff of trading with the
principal.

We shall consider two alternative one-shot contracting games:

• The offer game, where the principal makes all the contract offers and each
agent can only accept or reject her own contract offer. This game, consid
ered in Segal (1999b), is descriptive of the following contracting situations
in the literature: (1) a large upstream firm selling inputs to. multiple com
petitors (as in McAfee and Schwartz, 1994, or Hart and Tirole, 1990); (2) a
firm selling a product with network externalities (as in Katz and Shapiro,
1986); (3)· an auction of an object where possession of the object by one
agent imposes externalities on others (as in Jehiel and Moldovanu, 1996, or
Jehiel, Moldovanu, and Stacchetti, 1996); (4) a raider attempting a hostile
takeover of a target firm by making a tender offer to the shareholders of
the target company (as in Grossman and Hart, 1980, 1988, and Harris and
Raviv, 1988b, 1989); (5) a big risk-averse individual buying insurance from
several insurance companies (as in Pauly, 1974, or Kahn and Mookherjee,
1998); and finally (6) a borrower taking a loan from several banks (as in
White, 1980, and Bizer and DeMarzo, 1992).

• The bidding game, where the individual agents make bilateral offers to
the principal. This is the common agency game analyzed in Bernheim and·
Whinston (1986b). This game-form has been used to describe contracting
situations involving (1) multiple manufacturers distributing their product
through a common retailer (Bernheim and Whinston, 1985), (2) multi
ple shareholders writing bilateral incentive contracts with a manager
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(Bernheim and Whinston, 1985, 1986a), and (3) lobby groups influencing a
government agency (Bernheim and Whinston, 1986a; Grossman and
Helpman, 1994,2002; Dixit, Grossman, and Helpman, 1997).

We begin our analysis of bilateral, nonexclusive contracting, with exter
nalities between a principal and multiple agents by considering first the
offer game.

13.3.1 The Simultaneous Offer Game

For expositional purposes it is helpful to restrict attention to situations
where

1. individual trades are bounded one-dimensional trades: Xi E Xi =[0, xJ
2. all N agents are identical.

3. the welfare of the contracting parties depends only on the aggregate
level of trade:

f(xl+ ~Ui(Xl=w(~Xi)

with W~(O) > 0 and W"(-) < o.

(13.1)

We consider in tum two contracting scenarios, one where all the contract
offers are publicly observed by all agents, and the other where bilateral con
tracts between the principal and any agent j are not observed by the other
agents i '* j. As we shall highlight, the observability or nonobservability of
bilateral contracts can make a critical difference for the efficiency of the
overall contracting outcome.

13.3.1.1 Publicly Observable Contracts

The principal begins the contracting game by making a set of bilateral con
tract offers {(Xi, ti)}, i =1, ... ,N. Each bilateral contract thus involves a level
of trade Xi with agent i and a transfer to the principal ti• Importantly, none
of the bilateral contracts is contingent on the level of trade agreed to by
other agents j '* i. If we were to consider contracts with some agent i that
are contingent on the trades agreed to by the other agents, we would effec
tively allow for a form of multilateral contract. The purpose of this section,
however, is to explore what would happen when the parties do not engage
in complete multilateral contracting. For expositional reasons it is helpful
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to focus on the extreme case where no form of interdependence among
agents is controlled directly through some multilateral contractual clauses.
We shall, however, briefly discuss an intermediate case when we consider
menu auctions.

In practice, most multilateral contracting situations involve a nexus of
bilateral contracts, which attempt to deal with the interdependence of
agents' contracts only in a very limited form. There are many reasons
for this contractual incompleteness, which we do not attempt to capture
explicitly here. Rather, as in Chapter 11, we limit ourselves here to explor
ing the consequences of this contractual incompleteness for equilibrium
outcomes.

Having received the principal's contract offers, the N agents follow by
simultaneously making an accept/reject decision. If all agents accept their
respective contract offers, they get payoffs Ui(X) - ti for i = 1, 2, ... N.
Instead, an agent j who would have unilaterally rejected her offer would
get a payoff ulO, X_j), where X_j denotes the vector of trades with all agents
other than agent j.

Notice that given a set of bilateral contract offers {(Xi, ti)} there may be
multiple equilibria in the continuation accept/reject coordination game.
This is the case, for example, if the offers {(Xi, ti)} are such that; for all agents

Ui(X)-ti ;;::: Ui(O, X-i)

but also -

Ui(Xi,O)-ti <Ui(O, 0)

where °denotes the vector JLi = (0, ... , 0).
Whenever the contract offers induce such multiple equilibria in the con

tinuation game, we shall assume that all agents always coordinate on the
most efficient equilibrium. Under that assumption there is no loss of gen
erality in restricting attention to contract offers {(Xi, ti)} such that every
agent i ends up accepting her contract. For all such contract offers, the
optimal set of offers for the principal keeps each agent on her reservation
utility and specifies transfers ti such that, for all i,

Ui(X)-ti = Ui(O, X-i)

Substituting for all the ti in the principal's objective, the optimal set of
trades {xd is then determined by maximixing the objective
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N N

!(x)+LUi(X)- LUi(O,X-i)
i=l i=l

(13.2)

Comparing objectives (13.1) and (13.2), one then immediately observes
that the optimal set of contracts for the principal implement a socially effi
cient outcome if and only if Ui(O, X-i) == Ui(O, 0) for all i and X-i' That is, the
Coase theorem applies in this multilateral contracting situation with exter
nalities if and only if the nontraders remain unaffected by the trades of the
other agents with the principal. In other words, whenever bilateral trades
impose externalities on nontraders-be they positive [attiCa' x-i)/dxj > 0] or
negative [atti(O, ~)/dxj < OJ-the equilibrium of the bilateral contracting
game may depart from social efficiency. An inefficiency arises in this case,
as the principal is attempting to extract the externality rents on nontraders
Ui(O, 1Li)' However, without such externalities, total welfare of the con
tracting parties is maximized, as there is no asymmetric information and
therefore no information rents to be extracted.

Under our assumption that only the aggregate level of trade matters for
total welfare, the principal's problem can be reduced to solving

max W(X) - R(X)
X=2>i

where

When externalities are positive (negative), R(X) is weakly increasing
(decreasing) in X. To see this point, consider the case of positive external
ities and take any X' ::; X. Let x be the vector associated with X in R(X)
and x' the vector associated with X. We then have Lxi = X and Lx: = X.
Define x;' = Xi - (X - X')/N, and x' for the corresponding vector. With pos
itive externalities, it must then be the case that

N N

R(X')::; LUi(O, X~i)::;LUi(O, x-J =R(X)
i=l i=l

which establishes that R(X) is weakly increasing in X. The reasoning is
similar for negative externalities.

Therefore, if we del!0te by x* the aggregate level of trade that maximizes
total welfare and by X the aggregate level of trade that maximizes the prin-

"
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cipal's payoff, it is easy to see that under positive externalities we have
X~ X*, while under negative externalities we have X~ X*.3 In the case of
positive (negative) externalities on nontraders, the principal prefers to
underprovide (overprovide) the good or service in order to reduce the rents
associated with nonparticipation, and thus get agents to accept contracts
with higher transfers.

This general result helps unify a number of disparate insights in the
literature on multiagent· contracting:

1. In the absence of externalities on nontraders-for example, in the case of
insurance provision by multiple insurers or in the case of a new technology
with network externalities and no prior substitutes-there is no reason to
expect the contracting outcome in a publicly observable contracting process
to be inefficient, since the principal can extract all the rents associated with
equilibrium trades without inducing any distortions.

2. In the case of positive externalities on nontraders, as in a hostile takeover
where efficiency is increasing in the proportion of shares tendered to the
raider,4 the principal is likely to commit to trades that are lower than would
be socially optimal, in order to reduce equilibrium externality rents to non
traders.

3. In the case of negative externalities on nontraders, as in the case of input
provision by an upstream firm to competing downstream firms (an appli
cation that we will detail later), the principal is likely to contract on trades
that are higher than is socially optimal, in order to reduce all agents' equi
librium externality rents.

13.~.1.2 Privately Observable Contracts

In some of the applications that we have mentioned it is unlikely that
the principal is actually engaging in publicly observable contracting
negotiations or is able to commit to observable levels of trade with each of
the agents. Accordingly, the contract-theory literature has explored the
implications for equilibrium outcomes of secret bilateral contracting in

3. Things are in fact somewhat more complicatep than it appears at first: as pointed out
by Segal (1999b), in many applications X* and X will not be single-valued. The result he
derives, however, points to equilibrium trades that are lower (higher) than the level of
trade that maximizes the total welfare of the contracting parties in case of positive (negative)
externalities.

4. See Burkart, Gromb, and Panunzi (1998) for a model of takeovers with this property.



618 Markets and Contracts

multilateral-contract settings involving externalities. In particular, Hart
and Tirole (1990) and McMee and Schwartz (1994) investigate the case of
an input provider contracting with several downstream competitors,
and Katz and Shapiro (1986) look at the case of an industry with network
externalities. This section covers some of the main lessons from this
literature.

We now assume that each agent i observes only her own contract
offer (Xi,ti). When agent i receives an offer from the principal, she now
has to guess what other offers the principal has made to the other agents
to decide whether or not to accept her own offer (Xi,ti). Furthermore,
the principal's offer to agent i may be a signal of the form of the offers
to agents j *" i, so that the contracting game with bilateral secret offers
is, in effect, a complex signaling game. We know from Chapter 3 that sig
naling games may have a plethora of perfect Bayesian equilibria when
out-of-equilibrium beliefs are not restricted. To be able to make sharper
predictions about equilibrium outcomes, several restrictions on out-of
equilibrium beliefs have been considered for contracting games with secret
bilateral contracts (see McMee and Schwartz, 1994, for an extensive dis
cussion of reasonable out-of-equilibrium beliefs for such contracting
games). The most common restriction (or "refinement") that has been con
sidered is the notion of passive beliefs, first introduced by McMee and
Schwartz (1994), which amounts to saying that, when observing an out-of
equilibrium contract offer (x;, tn, agent i believes that all other offers remain
the equilibrium offers.

We follow the literature here and characterize equilibrium outcomes of
the contracting game when out-of-equilibrium beliefs are restricted to be
passive. Under passive beliefs, when (x, t) denotes the equilibrium contract
profile, agent i accepts an offer (Xi, ti) if and only if

Restricting attention, as before, to equilibrium outcomes where all agents
accept their contract offers, the principal chooses equilibrium trades Xi to
maximize the payoff

N

"Lti + f(x)
i=l

subject to each agent's participation constraint.
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At the optimum again, all the participation constraints are binding. Sub
stituting for all the ti in the principal's objective, we find that optimal trades
in a passive belief equilibrium are given by

N N

Xi E argmaxg(Xi' X-i) == f(x) + LUi(Xi, x-J- LUi(O, X-i)
Xi i=l i=l

As always, when one imposes a sharp restriction on out-of-equilibrium
beliefs, as we have done here, the question arises whether a refined perfect
Bayesian equilibrium exists at alL As one might expect, it is possible to show
that when g(x, x) is a continuous function and is quasi-concave in x, then a
passive belief equilibrium does indeed exist.

Note that here the reservation utilities Ui(O, X-i) enter as constants and
do not affect the equilibrium solution {~}. This fact implies, in particular,
that for every agent i the equilibrium trade ~ satisfies

Xi E arg max f(Xi , X-i) +Ui (Xi, X-i)
Xi

This condition for optimality is referred to as pairwise proofness by McAfee
and Schwartz (1994). The optimal trade for an individual agent cannot be
directly altered by changing the trades offered to the other 'agents. This is
a critical difference with the previous contracting problem, where contract
offers were publicly observable. Now each bilateral contract maximizes the
bilateral surplus between agent i and the principaL This result does not
mean, however, that the overall multilateral surplus is maximized. Indeed,
total surplus is not maximized in the presence ofexternalities at equilibrium
trade levels, for then it is not possible to adjust an individual trade level
specified in a bilateral contract to changes in other agents' trade levels.

There is one special case where the welfare optimum is attained. If at
the welfare-maximizing trade vector x* all agents' payoffs are such that
ulxT, X-i) is independent of X-i, then this trade vector can be supported as
a passive-beliefequilibrium. To see this point, note that, by the definition of
a passive-belief equilibrium X, we have

N N

f(x) +L Ui (x) ~ f(x*) +L Ui (xT, X-i)
i=l i=l

The condition that at x* all agents' payoffs are such that Ui(XT, X-i) is inde
pendent of X-i then implies that
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N N

f(x*) +LUi (xi, X-i) =f(x*) +LUi (x*)
i=l i=l

Since x* maximizes

N

f(x) +L Ui (x)
i=l

x* is therefore also a passive-belief equilibrium.
In general, the distortion relative to the welfare optimum depends on the

sign of the externalities at the efficient trade level. Assuming again that only
the aggregate level of trade matters for the total welfare of the contracting
parties, Segal (1999b) shows that when externalities are positive (negative),
aggregate equilibrium output Xis below (above) the socially efficient level
X*. We leave it to the reader to verify this simple claim.

Finally, note that when one compares the outcomes under publicly
observable and privately observable contracts, the relevant externalities
that the principal is attempting to internalize and appropriate are different.
In the former contracting problem, the relevant externality to determine
the direction of the distortion of equilibrium outcomes relative to efficiency
is the one on nontraders, while in the latter contracting problem the rele
vant externality is the one affecting all traders at the socially efficient trade
level. Given that different externalities are involved, it is not too surprising
that in general the ranking of the two contracting outcomes in terms of effi
ciency is ambiguous. That is, in general it is not possible to say whether the
nonobservability of bilateral contracts results in greater or less efficiency.
An example will make this comparison more concrete.

13.3.1.3 Application: Input Provision to Competing Downstream Firms

This example is adapted from Hart and Tirole (1990) and McAfee and
Schwartz (1994). An upstream firm, with a monopoly on an efficient input
production technology, produces inputs at unit production costs, which we
normalize to zero, and may sell these inputs to potentially two downstream
firms (1 and 2), who compete ala Cournot in the final goods market. The
inverse demand function in the final goods market is the simple linear
downward-sloping function

P=1- Xl-X2
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where Xi is the output of downstream firm i =1, 2. One unit of output for
each downstream firm requires one unit of input. While each downstream
firm may purchase the required inputs from this efficient upstream firm, it
can also purchase its inputs from an inefficient competitive fringe at unit
price p > 0.

Clearly here it is socially efficient for both downstream firms to procure
their inputs from the efficient upstream firm. Moreover, the joint profits of
all three firms,

IT = (1- Xl - X2)(XI +X2)

are maximized by setting

In our previous notation this example is such that f(x) = 0, since costs are
zero for the upstream firm, and

Ui(Xi, Xj) = (1-Xi -Xj)Xi

What about externalities on nontraders? They may arise .here as a result
of the downstream firms' option to buy inputs from the inefficient com
petitive fringe. Specifically, if a down~tream firm i rejects the contract from
the upstream firm and expects its competitor to produce Xj, it purchases
inputs from the competitive fringe to maximize its profits

(1-Xi -Xj -P)Xi

so that its best response as a "nontrader" with the efficient upstream firm
is given by

Xi = max{O, (1-xj -p)/2}

and its payoff as a nontrader is

Ui(O, Xj) = [max{O, (1- Xj _p)/2}]2

If the competitive-fringe production costs are so high that it is not prof
itable for the downstream firms to procure any inputs from the fringe, then
the nontraders' payoff is always zero and there are no externalities of
trading by one downstream firm on the nontrading firm. In that case, con
tracting with publicly observable bilateral contracts results in an outcome
that maximizes the joint profit of all three firms.
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Otherwise, the equilibrium under publicly observable contracts is ineffi
cient and is given by the solution to

max L (1- xi- x j)xi-(1-xj-p)z/4
Xi,xj i,j=I,Z,i*j

As can easily be syen, this solution involves setting (Xl + xz) above the
efficient level of 1. Specifically, equilibrium trades are then given by

lip
Xl =Xz =X =---

3 9

Note that this solution requires p :5;~, for when p =~ then x' =i, so that
production using outside inputs ceases to be advantageous for a nontrad
ing downstream firm. The upstream firm can thus sell half of the monopoly
quantity at a price of ti =t, which leaves each downstream firm with a zero
rent if both accept this offer. For lower levels of p, however, the upstream
firm is better off expanding the volume of sales beyond the level that max
imizes joint profits, in order to reduce the rents each downstream firm can
obtain by exploiting the outside option of procuring inputs from the com
petitive fringe.

As Hart and Tirole (1990) have highlighted, under privately observable
contracts the upstream firm's monopoly position is undermined by its
inability to commit not to supply more than the monopoly inputs to
the downstream firms. To see this point, observe that under privately
observable contracts the upstream firm chooses the level of trade with
downstream firm i to maximize total bilateral profits from the trade with
firm i, taking as given the expected level of trade with downstream firm
j (which we can denote by ~). Thus the upstream firm is setting (Xi, ti) to
solve

subject to

Ui(XhXj)-ti "C.Ui(O,Xj)

Downstream firm i's participation constraint can be rewritten as

(i-Xi -Xj)Xi -ti"C. (l-Xj - p)2 /4
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Since the expected level of trade Xj is like an exogenous parameter (in a
passive-belief equilibrium), the solution to the bilateral profit maximization
problem is

x. = 1-xj
z 2

By symmetry, we also have

i-Xi
x·=--

J 2

Solving these two equations so that ~ = ~ for i = 1, 2, we obtain the
equilibrium trades xunder privately observable contracting. This equili
brium outcome is none other than the Cournot competition outcome with
Xl = Xz =}.

Comparing the outcomes under publicly and privately observable con
tracts, we thus observe that the joint profits of firms are higher under pub
licly observable contracts, as long as p > O. This is not to say, however, that
welfare is maximized under publicly observable contracts. Moreover, while
firms are better off under publicly observable contracting, consumers are
clearly better off under privately observable contracting.

13.3.2 The Sequential Offer Game

In many multilateral contracting situations it is unreasonable to think that
the principal will engage in bilateral contracts simultaneously with all
agents. It is more likely that the principal first signs up one agent and
then turns to a second agent and so on. For example, an insuree may
contract first with a primary insurer and in a second step take on second
ary insurance.

While several of the insights obtained in the previous section also apply
to situations where the principal contracts sequentially with agents, there
are also some important differences, which we highlight in this section.
In particular, a major difference under sequential contracting, which has
important consequences for equilibrium outcomes, is that the first agent(s) .
to sign a contract will take into account the potential impact of a change in
their contract on future contracts. This assumption is in contrast with the
assumption of passive beliefs, where each bilateral contract is determined
as if it had no impact on other trades.
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Much of the discussion in this section is based on the simple and elegant
treatment of an insurance-contracting problem with moral hazard under
nonexclusive contracts by Kahn and Mookherjee (1998). Consider a risk
averse principal facing N perfectly competitive risk-neutral insurance com
panies (agents). Without insurance, the principal has wealth W in the event
of no accident and (w - L) in. the event of an accident. His utility of wealth
is a strictly increasing and concave function u(-). The principal can exercise
caution to reduce the risk of an accident. If he is cautious, the probability
of an accident is PL, while if he is not, it is PH> PL' The principal incurs a
utility cost lJI> 0 for being cautious. We assume that being cautious is pro
fitable for the principal in the absence of insurance. That is,

PLU(W - L) +(1- PL)U(W) -lJI ~ PHU(W - L) +(1- PH)u(w)

We shall also assume that when he is perfectly insured at actuarially fair
terms his payoff is higher when he can commit to be cautious:

U[PL(W - L)+(l- PL)W] -lJI ~ U[PH(W - L)+(l- PH)W]

Thus, under first-best contracting, the principal is perfectly insured and
exercises caution. Insurance companies compete to supply insurance and
make zero profits in equilibrium. The principal then obtains a payoff of

Under second-best contracting, when ,the principal's cautiousness is not
observable and he cannot commit to be cautious, we know from Chapter 4
that perfect insurance is generally suboptimal. Consider, first, the bench
mark situation where the principal can commit to an exclusive insurance
contract with a single insurer. Without loss of generality, the insurance con
tract can be represented as a pair (I, D), where I is the premium and D >
ois the deductible (which means that in case of an accident the insurance
company pays the principal only an amount L - D). We shall assume here
that being cautious is always efficient even under moral hazard. Therefore,
the second-best contracting problem for the principal can be written as

max PLU(W - I - D) + (1- PL)U(W - 1)-lJI
I,D

subject to
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and

PLU(W - I - D)+ (1- PL)U(W - I) -lJf ~ PHU(W - I - D)+ (1- PH)U(W - I)

The first constraint is a participation constraint for the insurance
company. It has to at least break even by providing insurance, under the
assumption that the principal takes proper care to avoid accidents. The
second constraint is the incentive constraint for the principal, that is, here,
by convention, the insuree.

It is convenient to work directly in terms of the principal's wealth in the
two states of nature. For this purpose, define the no-accident wealth as
WN =W - I and the accident wealth as WA =W - I-D.

The second-best problem can then be rewritten after some simple
manipulations as

maxPLu(wA)+(l- PL)U(WN )-lJf
WA,WN

subject to

PLWA +(1- PL)WN::; w- PLL

and

The first constraint is binding at the optimum, since otherwise WN can be
raised, thereby raising the maximand and relaxing the second constraint.
The incentive constraint will also be binding at the optimum, since other
wise we can improve insurance for the principal at an unchanged expected
profit for the insurer. Thus the second-best contract requires a strictly
positive deductible D (that is, WA < WN) in order to induce the principal
to be cautious. This application is just another illustration of the classical
trade-off between risk sharing and incentives, which we have discussed at
length in Chapter 4.

Consider now what happens when the principal cannot commit to writing
a single exclusive insurance contract.Assume that, no matter what contracts·
the principal has already signed with insurers, he can always go and offer
any insurer a new, supplementary insurance contract before choosing his
level of care. All bilateral contracts are assumed to be publicly observable.
As a result of the principal's inability to commit to a single primary insurer,
the second-best outcome we have just described cannot be attained
anymore.
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More specifically, once signed, any contract where the incentive con
straint binds can subsequently be improved upon by the principal. This
result can be seen by the following reasoning: (1) in the second-best con
tract, the principal's payoff is the same whether he is cautious or not, since
the incentive constraint binds; (2) suppose that, contrary to the second-best
outcome, the principal decides not to be cautious; (3) he can then increase
his payoff by,obtaining full insurance by taking on supplementary insur
ance; (4) the secondary insurer realizes that the principal will face a higher
risk of an accident and will take that into account in setting the premium,
but the new contract is still profitable for the principal and the secondary
insurer. Of course, by taking on secondary insurance, the principal and the
secondary insurer impose a negative externality on the primary insurer,
who would strictly prefer the principal to be cautious.

If the second-best contract, and more generally any contract where the
incentive constraint is binding, cannot be an equilibrium outcome under
nonexclusive contracting, what contracts can be equilibrium outcomes? As
with renegotiation in Chapter 9, we can, without loss of generality, think of
the equilibrium outcome as implemented with a single primary contract, for
which the principal has no incentive to take out supplementary insurance.

There are only two possibilities here for a third-best contract (with non
exclusive contracting). Either this contract induces the principal to be
cautious, or it does not. It is obvious that if the principal is not exercising
caution, then the optimal contract is a ~ll-insurance contract with a risk of
an accident of PH. Given the zero-profit condition for insurers, we have in
that case

WA =WN =W=W- PHL

which gives the principal a payoff of u(w -:- PHL).
Two cases are then possible: either u(W - PHL) is lower than the no

contract payoff

UN == PLu(w-L)+(l- PL)U(W)-lf/

or it is higher.

Case 1: u(w) < UN In this case, the third-best equilibrium contract induces
the principal to exert caution, and the optimal amount of insurance is given
by the solution to
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maxPLU(WA) +(1-PL)U(WN )-lJI
WA,WN

subject to

PLWA +(1-PL)WN ~w-PLL

and

Note that the second constraint is now stronger than our familiar incen
tive constraint. This constraint implies that a contract inducing a high level
of caution can be an equilibrium contract only if it cannot be improved
upon by a supplementary insurance contract with no caution (and the best
such contract involves full insurance). When this third-best incentive con
straint binds, our familiar incentive constraint is redundant: indeed, the sup
plementary contract strictly improves upon the contract (wA, WN) ifthe agent
chooses not to exercise caution.

In equilibrium, this third-best incentive constraint will be binding. Oth
erwise, it would be possible to improve on the insurance arrangement while
maintaining nonnegative profits for the insurer.

Case 2: u(w) ~ UN In this case, it is possible that there is no way to reach
a higher utility level than u(w). This is the case, for example, when the initial
wealth pair (w - L, w) involves an expected utility for the principal that is
not much lower than the second-best level. However, if under the initial
wealth pair (w - L, w) the principal has a much lower utility than the
second-best level, it is possible that the equilibrium outcome is the same as
inCase 1.

To summarize: The principal's inability to commit not to enter into other
contracts lowers his equilibrium payoff. However, the extreme outcome of
full insurance and no caution is not necessarily the only third-best equilib
rium outcome. Instead, another possible outcome is for the principal to limit
the amount of insurance he gets from a primary insurer even more than he
would under a second-best contract. He has to do this to be able to resis"t
the subsequent temptation to obtain supplementary insurance.

An analysis very similar to the preceding can be performed for the
situation where the principal is a borrower who sequentially borrows to
invest in a project that also requires effort to raise its continuation value.
Bizer and DeMarzo (1992) consider such a contracting problem, where
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externalities are limited because debt is prioritized but are nonetheless
present because higher total debt means lower effort by the principal
(Myers', 1977, familiar debt-overhang problem mentioned in Chapter 4).
Nonexc1usivity then results in higher interest rates and indebtedness, and
in lower effort by the principal.

13.3.3 The Bidding Game: Common Agency and Menu Auctions

In some multilateral contracting situations it is the agents who initiate
contract offers, or bids.5 This is the case, for example, in procurement
contracting, where government agencies typically invite bids rather than
make offers to individual contractors. When agents make bids, the dimen
sion of the coordination problem between agents is significantly increased.
Where in the offer game the coordination problem among agents arises
only in their accept/reject decisions, in the bidding game the coordina
tion problem arises in the contracts they offer and the accept/reject
decisions of the principal they induce. Not surprisingly, given the greater
potential for coordination failures in the bidding game, much of the
early literature on common agency and menu auctions has focused on this
issue. Here, therefore, we concentrate on illustrating how the efficient con
tractual outcome may not arise in equilibrium because of a coordination
failure among agents in a simple example due to Bernheim and Whinston
(1986a).

They consider a multiobject auction without externalities, where the prin
cipal initially owns M objects and his valuation for each of the objects is
normalized to zero. He faces N agents who can, in a first stage, submit non
negative bids for any of the possible combinations of the objects. In a
second stage, the principal chooses the allocation of these objects so as to
maximize his total monetary payoff. This game has two noteworthy fea
tures: First, we have an auction setting where each object can be allocated
only to a single individual. Second, given that all transfers are nonnegative,
the principal is always weakly better off accepting all offers, so that we can
dispense with all parties' participation constraints.

To be more specific, let us focus here on a principal putting up two items
for auction, X a and Xb' Two agents with preferences for the two items are
represented in the following payoff matrix:

5. Note that the literature is known as the common-agency literature; that is, the names
principal and agent are reversed in comparison with the terminology used in this chapter.
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Allocations Agent 1 Payoff Ul Agent 2 Payoff Uz

Nothing 0 0
Xa 6 5
Xb 5 6
Xa andxb 8 7

Given this payoff structure, the efficient allocation is for agent 1 to get X a

and agent 2 to get Xb. Under this outcome the total surplus from trade is
12. There exists, however, an inefficient subgame-perfect-equilibrium
outcome of this game where bidder 1 gets both items and a surplus of trade
of only 8 is obtained (while the principal gets a payoff of 7). This equilib
rium outcome is obtained if the two agents each submit the following equi
librium bids [denoted by t{)]:

ti(Xa+Xb)=7 and ti(Xa)=ti(Xb)=O

To see that these are indeed equilibrium bids, note that if bidder 1 only
bids for both items, bidder 2 can never gain by bidding for a single item
only, and vice versa. There are other equilibria, however. In particular, de
fine a globally tntthful schedule with utilities uTfor i =1,2, .... ' N as a pay
ment schedule where for each individual i and each allocation x, we have

This is a payment schedule where each agent i ends up truthfully reveal
ing her marginal willingness to pay for all positive levels of trade, and there
fore obtains a constant payoff whatever the (positive) level of trade. In the
preceding example, we can rewrite globally truthful schedules as

t1(xa+xb)=8-Uf, t1(xa)=6-Uf, and t1(Xb)=5-Uf

for agent 1 and

tz(xa+ Xb) = 7 - ut, tz(xa) = 5 - ut, and tz(Xb) = 6 - ut

for agent 2.
For globally truthful schedules to be equilibria, they have to be mutual

best responses, given the optimal choice of the principal. Note that, since
the principal cannot make any offer, each agent will give him a zero mar
ginal surplus from trading with her. If the principal trades only with agent
i, who moreover offers a globally truthful schedule, he chooses to sell both
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objects, and he thus obtains as payment ti(Xa+ Xb)' Not giving any additional
surplus from trading with an additional agent means that the paYments
tlxa + Xb) for i= 1, 2 are equalized across agents and are equal to the
revenue the principal obtains from trading with both agents. But trading
with both agents under globally truthful schedules makes sense for the prin
cipal only if it involves selling Xa to agent 1 and Xb to agent 2. This transac
tion takes place at a total price of

t1(xa+xb)-2-i-tz(xa +xb)-1=2ti(xa+xb)-3

By the preceding reasoning, these conditions imply

ti(xa + Xb) = 3

so that in equilibrium Xa is sold to agent 1 at a price of 1 and Xb is sold to
agent 2 at a price of 2. This is an equilibrium for the following reasons:

1. The principal is maximizing his surplus by selling the two objects in this
way, given the two schedules put forward by the agents.

2. Agent 1 has a utility level of 5 and could not get more by deviating and
trying to get both objects from the principal.

3. Similarly, agent 2 has a utility level of 4 and could not get more by
deviating and trying to get both objects from the principal.

One can show that an equilibrium with globally truthful schedules always
exists, and that it is efficient in the absence of externalities, that is, when
agents' payoffs depend only on their own trades with the principal. This
conclusion is intuitive, because under globally truthful schedules, the prin
cipal faces constant utility levels for all the agents he is trading with.

The preceding example therefore shows that going from offer games to
bidding games has two implications: (1) coordination failures are likely to
be endemic, but (2) in the absence of externalities there exists an efficient
equilibrium where agents submit globally truthful schedules.

13.4 Principal-Agent Pairs

Introducing contracting questions in industrial organization is very natural:
most situations of oligopolistic competition involve "managerial firms"
where agency problems typically arise. What is the impact of these agency

'>.
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problems on the equilibrium outcome of oligopoly models? And is there a
strategic value for principal-agent contracts?

These questions have been studied by a first generation of papers that
have assumed contracts to be publicly observable and parties to be able to
commit not to renegotiate them. For example, Fershtman and Judd (1987)
focus on a duopoly where firm i is represented by two risk-neutral, symme
trically informed individualsz a shareholder/principal and a manager/agent.
The game considered has two stages. In stage 1 each principal-agent pair
has to agree on a linear managerial incentive scheme

where the managerial compensation Wi depends linearly on the output qi

sold by the firm and its profit level lei' Once these contracts have been
(simultaneously) signed, in stage 2 of the game the a/s and fJ/s become
public information and competition takes place, in (static) Cournot or
Bertrand6 fashion.

As is familiar from industrial organization, strategic considerations differ
between Coumot and Bertrand competition, because the first correspqnds
to the case of strategic substitutability (downward-sloping reaction func
tions) and the second to strategic complementarity (upward-sloping reac
tion functions):7 in the Coumot case, it pays to commit to being tougher
because doing so induces the competition to become softer, while in the
Bertrand case, getting the competition to become softer is achieved by
being softer too. Consequently, the outcome of the two-stage game implies
positive sales incentives (~ > 0) when stage 2 is modeled as Coumot com
petition, while negative sales incentives (ai < 0) result under Bertrand
competition. By comparison, in the benchmark case without any strategic
considerations, only profits would be remunerated (ai = 0).

The preceding result is not without problems. First, one can regret that,
as is usual with these strategic models, the prediction depends crucially on
the nature of competition between the firms, which is itself often hard to
determine. Second, and this is a criticism more specific to this model, how

6. Assume that the two firms' products are differentiated, in order to keep reaction functions
continuous.

7. See, for example, Bulow, Geanakoplos, and Klemperer (1985) and Fudenberg and Trrole
(1984).
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can we justify the assumption that the parties can commit to an incentive
scheme that is not renegotiation-proof? Indeed, while it is in the interest of
each principal-agent pair to have the other pair believe that they will deviate
from pure profit maximization, once stage 2 is reached each pair would like
to secretly return to profit maximization for each given level of the stage
2 choice variable of the other pair. In fact, if secret renegotiation were
allowed after stage 1, under symmetric information within each principal
agent pair they would each revert back to Uj = 0, and this move would be
anticipated by the other pair, so that contracts would lose all strategic
value.8

Introducing asymmetric information within each pair is a natural solu
tion to prevent perfect renegotiation. This idea is by now familiar from
Chapter 9: ex post Pareto-improving renegotiation is more difficult in the
presence of asymmetric information because it typically implies that the
uninformed party has to concede rents to (some types of) the informed
party. The strategic value of renegotiation-proof contracts in the presence
of asymmetric information has first been investigated by Dewatripont
(1988) in a setting where contracting takes place between an incumbent
firm and a third party (e.g., a labor union) before the potential entry of a
competitor. Contracting is designed to commit the firm to high post-entry
output. It is assumed to take place before the firm learns its private infor
mation (about its own cost, say). However, if the firm has learned its cost
by the time the entry decision occurs, renegotiating away the excessively
high post-entry output is hard because the union will be afraid (and rightly
so) of losing rents in the form of lower wages. Consequently, as long as the
ex post allocative inefficiency is not too high, it will be renegotiation-proof.
Contracts thus keep some strategic value with asymmetric information,
even when ex post Pareto-improving renegotiation is unavoidable.

One can thus rely on asymmetric information to restore the strategic
value of contracts in the presence of renegotiation. Note two caveats,
however: first, Dewatripont has not addressed the problem of ambiguity
of the impact of contracts depending on whether competition is of the
Coumot or Bertrand type; second, the reasoning has relied on a model

8. A third problem concerns the fact that Fershtman and Judd consider only a specific subset
of feasible contracts, namely, contracts linear in sales and profits. Katz (1991) shows that, by
allowing more general contractual forms, one can generate many potential equilibria in this
game.
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where renegotiation happens at the interim stage (once the informed party
has learned its type) while initial contracting took place at the initial stage
(before the informed party had learned its type). What about secret rene
gotiation just after the initial contract has been signed and before any new·
information has arrived? This is what would make renegotiation easiest.
Could it eliminate any strategic value of contracting?

These questions are analyzed in depth by Caillaud, Jullien, and Picard
(1995). Let us illustrate their conclusions using one of their examples. It
assumes a Cournot duopoly with market demand defined by p = 0.5(5 - a
- b), where a and b are the output levels of the two firms A and B. Let us
focus on asymmetric information at firm A. Assume that the principal has
no private information and has payoff rc(a, b, t) =0.5(5 - a - b)a - t, while
the agent has private information on her unit cost 8i and has payoff
u(a, t, 8i ) = t - 8ia. The principal thus receives the revenue of the firm
and pays a transfer t to the agent to cover her own cost. As for the private
information, assume that it is common knowledge that the agent can have
two equiprobable cost realizations 81 =1 - 8 and fh. =1 + 8, with 8 not too
large.9

The game consists of three stages:

• The first stage is the initial public contracting stage. In this setup, it will
be enlightening to focus on very simple contracts of the form "The princi
pal accepts. paying the agent an unconditional amount R."

• The second stage is the secret renegotiation stage: the principal offers the
agent a new contract of the form t(a, b). If the agent refuses, then the prin
cipal pays the agent the initially agreed amount R (and, given the payoff
function of the agent, we shall have zero output from this·firm). If the agent
accepts, we move to the third stage and to Cournot competition between
the agents of the two firms. Note that, while the other firm has observed the
initial contract, and thus R, it does not observe the new contract t(a, b) or
whether it is accepted or not.

• In the third stage, the agent learns her type 8i• She can stay in the market,
in which case there is a simultaneous choice o~ outputs (call it ai for the
type-i agent of firm A and b for firm B). The agent is also assumed to be
able to quit at any moment and obtain a zero payoff (while producing zero
output).

9. One can verify that 0::; 0.3 is sufficient for the following discussion.
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Both the initial public contracting and the secret renegotiation are thus
assumed to happen before the agent has learned her type. This assumption
makes renegotiation as easy as possible; therefore, obtaining any strategic
value for contracting is hardest.

Let us assume that an initial contract has been signed, with associated
payment R from the principal to the agent in stage 3 if stage-2 renegotia
tion has failed. Assume moreover that the principal can make a take-it-or
leave-it offer to the agent in the secret renegotiation stage. What will be his
best offer? It will be convenient to think not in terms of an outcome (ti, ai),

but in terms of (Ui' ai), noting that ti == Ui + 8iai. Given an expected output b
from the other firm, the best offer from the point of view of the principal
will solve

maxIt0.5{0.5(5 - ai - b - 28i )ai - Ui}
Ui,ai i

subject to

28ai 2:: Ui - U2 2:: 28a2

Ui 2:: 0 for i = 1, 2

0.5Ui +0.5u2 2:: R

(IC)

(EPIR)

(EAIR)

The principal thus maximizes his expected revenue, net of the transfer to
the agent, subject to the two incentive constraints [the agent should have
an incentive to choose (ti' ai) when her type is 8a and to the ex post and ex
ante participation constraints [constraints (EPIR) and (EAIR), respec
tively]. While ex post the agent cannot have a negative payoff, from an ex
ante point of view, the constraint concerns the initial contract that has given
her the possibility of obtaining a transfer R at no cost.

The full-information contract involves dropping the incentive con
straints, which implies maximizing 0.5(5 - ai - b - 28i)ai for each 8i . This
operation yields the standard Cournot best response, which we can denote
by Ar(b) == 0.5(5 - b) - 8i . What if we start instead with asymmetric infor
mation and without an initial contract, that is, with R =O? This approach
means solving the preceding program without the ex ante constraint
(EAIR). From Chapter 2 we know that one type will have the same output
as without the incentive constraint but will earn rents, while the other will
have no rents but an output distorted downward. Specifically, one can verify
that the output levels will be ai = Ai(b), while a2 = A2(b, 0) == 0.5(3 - b)-

'l.
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38 < Ai(b). The rents for the agent of type 81 are equal to what she would
get by mimicking type ez, that is, 28az (since Uz =0 and U1 =Uz + 28az) ,which
we can denote by 2RO(b). From an ex ante perspective, the expected rents
of the agent are thus RO(b).

As long as the initial contract gives the agent a transfer R ::; RO(b), it will
be irrelevant, and everybody will expect secret renegotiation to deliver
an output response {A'i(b), Az(b, O)}. But what if the initial contract
specifies a transfer for the agent in excess of RO(b)? Then the trade-off
between rent extraction and allocative efficiency is modified, because the
initial contract requires that more rents be conceded, in expected terms, to
the agent. The efficient way to do so is for the principal to give rents to type
81> which at least allows him to reduce the underprovision of output by
type ez. If the public initial contract implies a transfer R somewhat in ex
cess of RO(b), secret renegotiation will imply Uz =0, Ul =2R, a1 =A'i(b), and
az = Rl8 (this last expression is obtained from the relation U1 = Uz + 28az).
For higher R's, output -az can rise up to its first-best level, in which case
higher R's then imply higher utility levels for both types at unchanged
output levels.

We thus see that, by modifying the trade-off between rent extraction and
allocative efficiency, an initial contract offering rents to the agent has an
impact on the output levels that are secretly (re)negotiated between the
principal and the agent. Specifically, a more generous initial contract leads
to less allocative inefficiency for type ez, and thus a higher expected output
level by firm A for any given level of output b by firm B. Under Coumot
competition, a higher output is attractive as it implies a reduction of
equilibrium output b.

Specifically, assuming that firm B has a marginal cost of 2, its reaction
function is b = 1.5 - (a1 + az)/4. In the absence of an initial contract, one
can check that the equilibrium involves b == bo=1 + 28/3, a1 =A'i(bo), and
az =Az(bo, 0). This contract gives the agent a level of expected rents RO(bo).

It is then strictly in the interest of the principal to give the agent an initial
contract with a slightly higher payment than RO(bo): it implies only a second
order loss for a given output b (given the upward adjustment of az), while 
delivering a first-order gain in terms of reduction of the output b of the
other firm (from the reaction function, b goes down by 25% of the increase
in az).

In the Cournot setting, not signing an initial contract is thus not an equi
librium, despite the fact that secret renegotiation is expected right after the
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initial contract has been signed and thus in the absence of any new infor
mation. The equilibrium initial contract offers rents to the agent that limit
the need to reduce output below its full-information Cournot level, thereby
shifting upward the reaction function of the firm and lowering the equilib
rium output of the other firm.

What about a (differentiated) Bertrand setting now? Ifwe keep the same
game as before except for having price competition in the last stage instead
of quantity competition, we have the same role for initial contracting: by
offering rents to the agent initially, one limits the downward distortion of
output relative to its full-information level. Here, however, the strategic
effect of the initial contract is detrimental: since it makes the firm "tougher,"
its competitor also becomes tougher. There is no use for an initial contract
that grants rents to the agent in order to limit the underproduction that
adverse selection creates. Caillaud, Jullien, and Picard show that no stage
zero contract will be signed under Bertrand competition.

Their approach can thus be seen as having "killed two birds with one
stone." By allowing for secret renegotiation, it has enhanced realism but
also reduced the ambiguity of the role of strategic contracting: since it can
only make the firm tougher by reducing the underproduction due to
adverse selection, it is only used under quantity competition ala Couruot.
Their analysis also leads to an unambiguous policy conclusion: when it is
effective, strategic contracting raises output and welfare.

13.5 Competition as an Incentive Scheme

The previous sections have considered a variety of environments where
contracting has strategic effects. We end here by asking how in turn con
tracting and the size of agency costs are influenced by the competitive
environment. This question is an old one, encapsulated in the famous
saying by Hicks (1935): "The best of all monopoly profits is a quiet life."
The presumption that competitive pressures limit agency problems and
result in higher efficiency is indeed widespread.10 Theoretical analyses,
however, offer a cautionary perspective on this question: there is often an
ambiguous relation between competition and agency costs, because com
petition simultaneously has two effects: (1) a change in the agent's effort

10. See, for example, the influential management work of Porter (1990).
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for a given incentive scheme; and (2) a change in the incentive scheme
chosen by the principal.

This question will be investigated using a model due to Schmidt (1997)
where the agent's effort is driven both by financial incentives and by a
threat of liquidation (and the associated loss of private benefits). A change
in competition then affects both the threat of liquidation and the equi
librium incentive scheme the agent faces. Before analyzing this model, let
us stress that it does not exhaust the possible effects of a change in com
petition. For example, several studies consider the information effect of an
increase in competition: if a firm faces competitors, relative performance
evaluation (as in Chapter 8) becomes possible. Though exploiting this infor
mation can, ceteris paribus, increase the payoff of the owner of the firm, the
effect on the manager's effort is ambiguous (see Nalebuff and Stiglitz, 1983;
Hart, 1983b; Scharfstein, 1988; and Hermalin, 1992). Other effects can also
be ambiguous: as shown by Hermalin (1992), this observation is true for the
effect of a change in competition on a manager's disutility of effort and atti
tude toward risk.

Schmidt's model considers a principal-agent problem where effort by the
agent serves to decrease the marginal cost of production. Specifically, while
initially the cost of the firm is CH, the agent can decrease this C(?st to CL with
probability p E [0, 1] at an effort cost ljI(P). To make the" problem well
behaved, assume ljI', ljI" > 0, ljI(O) = ljI'(O) = 0, and limp~l ljI(P) = 00. Con
sider a three-stage problem: first a contracting stage, then a stage where the
agent chooses effort, and finally a stage where the principal decides to
liquidate the firm or to continue its operations. Under liquidation, we nor
malize the financial value of the firm, as well as the agent's private benefit,
to zero. In the absence of liquidation, the agent obtains a positive private
benefit h, and we define the financial value of the firm, in reduced form, as

n(c, ¢, 8)

where, ceteris paribus, n(c, ¢, 8) decreases in its cost C E {CH' cd and also in
the degree of competition ¢. The value of the firm is also assumed to depend
on a noise term 8, which has cumulative distribution F(8). To simplify the
analysis, assume that liquidation is never attractive for the principal if the
cost of the firm is low; that is, n(CL' ¢, 8) ;::: °for all ¢ and 8.

lf the agent receives a wage w, the payoffs of the principal and agent are,
respectively,
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uP =max{O,rr(c,cjJ,e)}-w

and

uA =w-lf/(p)+ lLh

where lL =1 if the principal does not liquidate the firm and lL =°otherwise.
Note that these expressions implicitly assume that the liquidation decision
is noncontractable; therefore, the principal will always make the decision
that maximizes the ex post financial value of the firm, and moreover the
wage the agent will receive cannot depend on this decision. It is, however,
assumed that the cost realization is verifiable, so that the principal can offer
the agent a wage Wi for cost realization Ci, with i E {H, L}. Both parties have
been assumed to be risk neutral. In order to make the moral-hazard
problem relevant, assume that the agent is wealth constrained, in the sense
that Wi;::: 0.

Define l( cjJ) as the probability of liquidation under cost CH, and define

ili(cjJ) =Ie max{O, rr(ci' cjJ, e)}dF(e)

The variable illcjJ) is thus the expected value of the firm under cost Ci and
competition parameter cjJ. For a given degree of competition cjJ, one can then
define the principal's first-best problem as

maxp[ilL(cjJ)-wL]+(l- p)[ilH(cjJ)-WH]

subject to

P(WL +h) +(1- P){WH + [l-Z(cjJ)]h} -If/(p);::: U

where U is the agent's exogenous ex ante outside payoff. It implies a prob
ability of low cost PFB(cjJ) such that

If/'[PFB (cjJ)] =ilL (cjJ) - ilH(cjJ)+Z(cjJ)h

In words, the first best requires that the marginal cost of effort is equated
to its marginal benefit, in terms of (1) higher financial value of the firm and
(2) lower probability of liquidation and associated loss of private benefit
for the agent.

Turning now to the second best, we have to add the following incentive
and limited-liability constraints:

P E arg m?X pewL + h) +(1- p){wH + [l-l(cjJ)]h} -If/(p)
p



639 Incomplete Contracts

and

Wi;:::O for i=H,L

For simplicity, assume that this problem is globally concave (and therefore
admits a unique optimum), which is ensured by the following assumption:

21jf"(p) + P1jf"'(p) > 0 for all P (13.3)

Since we consider a problem with only two cost realizations, the incentive
constraint can be replaced by the agent's first-order condition if we assume
an interior solution for p:

The optimum can then be derived as follows: First, if the presence of moral
hazard prevents the first best from being reached, we have an optimal high
cost wage WH(<jJ) = O. Second, the first-order incentive constraint implies an
optimal low-cost wage

Third, assuming that u is low enough that the agent's participation con
straint does not bind given the limited-liability constraints, the whole prob
lem can be rewritten simply as

maxp[Ih (<jJ) -1jf'(p) +l(<jJ)h] +(1-p)IlH(<jJ)

which implies that the second-best low-cost probability PSB(<jJ) is defined by

IlL (<jJ) -1jf'[PSB (<jJ)] + l(<jJ)h- PSB(<jJ)1jf"[PSB (<jJ)] - IlH(<jJ) = 0

From this optimality condition, one can now compute the effect of an
increase in competition, that is, of an increase in <jJ, on the agent's effort
choice:

dpSB(<jJ) _ [aIl L (<jJ)/a<jJ-aIlH(<jJ)/a<jJ]+hdl(<jJ)/d<jJ

d<jJ - 21jf"[PSB(<jJ)]+ PSB(<jJ)1jf"'[PSB(<jJ)]

By the concavity assumption (13.3), the denominator of this expression is
strictly positive. The numerator is the sum of two parts:

• The second part hdl(<jJ)/d<jJ is positive. It reflects a "threat-of-liquidation
effect": more severe competition means that the agent works harder for a
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given wage difference WL - WH, in order to reduce the risk of losing her
private benefit.

• The first part of the numerator, dfh(tjJ)/dtjJ - dllH( tjJ)/dtjJ, which has a poten
tially ambiguous sign, reflects a "value-of-cost-reduction effect." A change
in competition affects the attractiveness for the principal of inducing the
agent to reduce costs. This will affect the wage contract (WH' WL) that the
principal will ?ffer the agent.

Two comments are in order here. First, the positive sign of the threat-of
liquidation effect relies On the assumption that more competition raises
the impact of cost differences on the probability of liquidation (since this
probability has been assumed to stay equal to zero for a low-cost firm, what
ever tjJ may be). The general point is that more competition will partly alter
effort incentives under unchanged wage levels, because of its impact on the
threat of liquidation. Second, the value-of-cost-reduction effect can easily
be negative and outweigh the other effect. Indeed, the value for the prin
cipal of cost reduction by the agent can go down when competition becomes
fiercer.

This effect can be illustrated in the case of symmetric Bertrand compe
tition with N ~ 2 firms. In this case, profits are always zero, except when
there is a single firm that has a low cost CL, in which case this firm earns
strictly positive profits, which we denote by ll. As for private benefits,
assume that a firm with cost C is liquidated if and only if there exists at least
one firm with strictly lower cost than c' in the market (otherwise, it will
produce a positive quantity, whether it earns positive profits or not). Under
these assumptions, the probability of liquidation of firm i when it has a low
cost is zero, while when it has a high cost, it is I( tjJ) = 1 - (1 - Pi)N-t, assum
ing that all other firms have an individual probability of low cost Pi. Simi
larly, when it has a low cost, firm i has a probability (1 - Pi)N-l of earning
ll. Consequently, in a symmetric equilibrium, the second-best individual
low-cost probability PN is defined by

o/'(PN) + PNo/l/(PN) =(1- PN t-1ll +[1- (1- PN t-1]h

Indeed, the LHS of the equation is the marginal cost of an increase in effort,
including the increase in rent that goes to the manager. The RHS is the mar
ginal benefit of an increase in effort, which has two components: (1) the
profit II when one is alone in having a low cost, times the probability that
no other competitor has a low cost, and (2) a private benefit that one obtains
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with probability one rather than (1- PN)N-l (that is, only when no com
petitor has a low cost). By the concavity assumption (13.3), the LHS is
increasing in PN' The RHS is instead decreasing in PN provided II > h. In
this case, a rise in competition, that is, in N, implies a decrease in the prob
ability of low cost PN' This result follows because, when the number of com
petitors increases, the value of exerting effort in terms of increased profits
goes down: this value is zero when at least one competitor is successful at
lowering costs, and this event occurs more frequently-for a given individ
ual effort level-the higher the number of competitors.

Note that this argument assumes that there are at least two firms in the
market. Schmidt shows that the comparison between monopoly and
duopoly can go either way in this setup, depending in particular on the
levels of monopoly profits under CL and CH. When a duopoly implies more
effort than a monopoly, we have a nonmonotonic relation between pro
ductivity and the number of firms in the market, with the highest produc
tivity for two firms.

13.6 Summary and Literature Notes

This chapter has focused on situations where several individuals sign com
peting contracts, whereas in previous chapters we were always looking at
"grand c0I.ltracts." We first stressed competition in exclusive contracts, with
the classical analyses of Akerlof (1970), when offering a menu of contracts
is impossible, and Rothschild and Stiglitz (1976), when it is allowed. In the
first case, multiple Pareto-ranked outcomes can coexist. The worst one can
involve complete market breakdown, while the best one is constrained
Pareto-efficient. In the second case, the main issue is failure of existence of
equilibrium. This stands in sharp contrast with signaling models, where
extreme multiplicity is the norm. We have highlighted, however, that non
existence can be avoided if one constrains the ability of the parties to steal
only the desirable customers from their rivals, as stressed by Wilson (1977)
or Riley (1979).

Another effect of adverse selection on competition, which we have not
explored in this chapter, is to dampen competitive forces (see Greenwald,
1986, for a particularly elegant analysis of reduced competition in the labor
market when current employers have more information about the product
ivity of their employees than prospective employers).
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Some models endogenize the degree of contractual exclusivity. In
particular, Aghion and Bolton (1987) show that an incumbent firm and its
customers may find it advantageous to sign a contract where customers
have to pay a penalty for buying from an entrant rather than the incum
bent, because this pushes the entrant to offer more favorable terms to these
customers.

A more recent literature has considered competition with nonexclusive
contracts. A unifying perspective is put forward by Segal (1999b). Pauly
(1974) was the first to point out that an insuree's inability to commit not to
contract with multiple insurers can lead to overinsurance and lower insuree
welfare. More generally, we made the distinction between the offer game
(the principal makes all the offers) and the bidding game (the competing
agents make the offers). These two games lead to the following insights:

• In the offer game, when contracts are publicly observable, inefficiency
arises in the presence of externalities on nontraders, which prompt the prin
cipal to distort trade so as to relax individual participation constraints.

• When contracts are private in the offer game, what matters instead is
the presence of externalities at equilibrium trade levels, which are not
internalized by the principal because they are unobservable to individual
agents. Note that private contracting in the offer game requires specifying
individual beliefs for each individual offer received from the principal. We
focused on passive beliefs (see, for example, McAfee and Schwartz, 1994),
whereby each individual agent, when 'observing an out-of-equilibrium
contract offered by the principal, believes that the other offers remain
unchanged.

• The preceding insights were derived under simultaneous offers. With
sequential offers instead, an individual correctly predicts the impact of
current contracting on future contracting. In the insurance case, while
overinsurance can result from nonexclusive contracting, underinsurance is
also possible, as a "commitment device" against eventual overinsurance
(see, for example, Kahn and Mookherjee, 1998).

• As for the bidding game, we have focused on the key new issue relative
to the offer game, namely the coordination problem that can arise from the
coexistence of offers made by different parties and its associated potential
inefficiency. This inefficiency disappears, however, in the absence of exter
nalities between agents, when one focuses on globally truthful equilibria
(see, for example, Bernheim and Whinston, 1986a).
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Section 13.3 discussed the many applications of this setting. Let us stress
that the bidding game, whose analysis has been pioneered by Bernheim and
Whinston (1985, 1986a, 1986b), has led to many important applications,
for example, to political economy and trade (see in particular the book
by Grossman and Helpman, 2002). On the theoretical front, we should
mention the work on common agency with adverse selection by Martimort
and Stole (2002), as well as the recent work by Segal and Whinston (2003)
on "robust common agency."

Section 13.4 focused on the strategic use of contracts in an industrial
organization context, that is, on competition between "principal-agent
pairs." Early work (e.g., Fershtman and Judd, 1987)11 pointed out the
desirability of using contracts between shareholders and managers as a
way to commit to non-profit-maximizing behavior and thereby influence
rivals. Katz (1991), however, has shown how this idea could lead to ex
treme multiplicity of equilibria. Moreover, while it is profitable to have an
opponent believe one is not maximizing profit, deviations from profit
maximization are not immune to renegotiation (see Dewatripont, 1988).
In this section we developed the contribution of Caillaud, Jullien, and
Picard (1995), who establish the strategic value of public contracts even
when they can be immediately and secretly renegotiated (see also Bolton and
Scharfstein, 1990). Their usefulness lies in altering the participation con
straints of the agent in various states of nature in a way that ends up reduc
ing the well-known allocative inefficiency arising with contracting under
adverse selection. When reducing this allocative inefficiency leads to a
"favorable" change in the behavior of competitors, the contract has strate
gic value. In the setting of Caillaud, Jullien, and Picard, for example, an
initial contract that reduces underproduction is useful in a Coumot settin,g
but not in a Bertrand setting.

Finally, whereas section 13.4 focused on the role of contracts on product
market competition, section 13.5 instead looked at the impact of com
petition on contracts and agency costs. The literature, pioneered by Hart
(1983b), has highlighted the ambiguous effect of competition on manage
rial effort-for example, with respect to the abj1ity to rely on relative per- .
formance evaluation (see Scharfstein, 1988, and also Hermalin, 1992, for a
more general analysis). Here, we have not discussed this effect and we have
concentrated instead on the relation between the intensity of competition-

11. See also Bonnano and Vickers (1988) and Brander and Lewis (1986).
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simply parametrized by :firm profitability and the threat of bankruptcy
and managerial effort with endogenous managerial incentive schemes.
As shown by Schmidt (1997),12 more competition has two implications:
First, the relation between effort and the probability of bankruptcy is af
fected by a change in competition, which affects managerial effort for an
unchanged incentive scheme; second, the value of effort for the owner/prin
cipal is affected by a change in competition, which leads to a change in the
equilibrium mcentive scheme. In general, both effects can be ambiguous.
In Schmidt's setting, reasonable examples suggest an inverted U-shaped
effort level, that is, one with highest effort for intermediate'degrees on
competition.

12. See also Aghion, Dewatripont, and Rey (1999) and Raith (2003).
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In this chapter we collect a set of exercises (classified by chapter) that are
meant not only to review basic concepts and methods introduced in the pre
vious chapters, but also to explore ideas and applications that we have not
had the space to cover in the main body of the book. Some of these ques
tions are based on articles that we have not fully covered in the text. Others
are based on teaching material accumulated over the years by ourselves
and other instructors of contract theory at the Universite Libre de Brux
elles, the Massachusetts Institute of Technology, and Princeton University.

Chapter 2

Question 1

Consider the following monopoly screening problem: A government agency
writes a procurement contract with a firm to deliver q units of a good. The
firm has constant marginal cost c, so that its profit is P - cq, where P denotes
the payment for the transaction. The firm's cost is private information and
may be either high (CH) or low (CL' with 0 < CL < CH)' The agency's prior
belief about the firm's cost is Pr(c = CL) = {3, and it makes a take-it-or-leave
it offer to the firm (whose default profit is zero).

1. If B(q) denotes the (concave) benefit to the agency of obtaining q units,
what is the optimal contract for the agency?

2. Compare this second-best solution with the first-best one, obtained if
costs are known by the agency. Discuss the results.

3. What would the first-best and second-best solutions be if c, instead of
taking two values, were uniformly distributed on [f, c], with 0 < f < c?

Question 2

Consider the monopoly problem analyzed in section 2.1, but assume that
the monopolist has one unit of the good for sale, at zero cost, while the
buyer can have the following utility:

8L -T

or

10g(8H -T)



648 Exercises

The buyer's risk aversion thus rises with her valuation. Show that the seller
can implement the first-best outcome (that is, sell the good for sure, leave
no rents to either type of buyer, and avoid any cost of risk in equilibrium)
by using a random scheme.

Question 3

A monopolist can produce a good in different qualities. The cost of pro
ducing a unit of quality sis S2. Consumers buy at most one unit and have
utility function

u(sI8) ={8S if they consume one unit of quality s
o if they do not consume

The monopolist decides on the quality (or qualities) it is going to produce
and price. Consumers observe qualities and prices and decide which quality
to buy if at all.

1. Characterize the first-best solution.

2. Suppose that the seller cannot observe 8, and suppose that

{
8H with probability 1- f3

8=
8L with probability f3

with 8H > 8L > O. Characterize the second-best solution and consumers'
informational rents.

3. Suppose now that 8 is uniformly distributed on the interval [0, 1]. Char
acterize the second-best optimal quality-pricing schedule.

Question 4

Consider an economy with a continuum of agents who produce output q
by supplying input a (for effort) with the individual production function
q = ea, where eis an idiosyncratic productivity parameter. The productiv
ity density in the population is given by f( e) with support ~, e] [where f( e)
> e> 0]. All agents have the same utility function u(c) - a, with u' > 0 and
u" < O.

1. What is the distribution of output and consumption in the economy
when all agents live and work in autarcy?

2. Suppose that all agents in this economy can write an insurance contract
before they know their productivity type. All agents are identical ex ante,

.~.
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and their future productivity is i.i.d. with density f( e). What is the optimal
insurance contract when e and a are observable ex post? What is the
optimal insurance contract when only eis observable? What is the optimal
contract when neither e nor a is observable ex post and f(e)/[1- F(e)] is
monotonically increasing?

3. Interpret the last solution. Show that the marginal premium is given by

p'(e) =(8u'[c«(})] -1)c'(e)

and

P'«(}) =P'(8) =0

Discuss this solution.

Question 5

Consider an economy in which firms want to go public. A typical private
firm is owned by a risk-averse entrepreneur with personal wealth Wo and
increasing, strictly concave von Neumann-Morgenstern utility function UE.

Firms are worth e+ c, where eand c are independent real-valued random
variables. The quantity c is realized in the future, and its realization is
unknown to everybody at the time of the interaction. It has· mean o. The
realization of e, however, is known to the entrepreneur but to no one else.
Assume e. can take two values, eL < eH, where eL occurs with probability /3,
and eH with probability 1 - /3. This is common knowledge, as well as the fact
that /3eL + (1 /3)eH > 1. There is a monopolistic investment bank that pro
poses the terms of the initial public offering placed with the market. The
offering is a pair (x, 1) E [0, 1] x IR+, where 1 - x is the fraction of the firm
sold to the market in exchange for a payment of T to the entrepreneur. The
investment bank acts as if it is risk neutral and maximizes total expected
market profits from the sale:

U1(x, t, e) =(1-x)e - T

The safe interest rate is normalized to O. The strategic interaction con- .
sidered is the following: first, nature chooses· e, then the bank proposes
the terms of the offering, and finally the entrepreneur decides about the
acceptance or rejection of the offer.

1. Write down the entrepreneur's expected utility as a function of x, t,
and e.
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2. Determine the first-best terms of the offering. Why will the first best not
be realized in the present setting?

3. Write down the problem as a screening problem. Explain briefly.

4. Which constraints will bind at the optimum?

5. What allocation will the type-eL entrepreneur obtain at the optimum?

6. Solve the screening problem fully.

7. What elements of your solution are typical of screening problems? Is
anything surprising?

8. Make a conjecture for the outcome under competition between invest
ment banks.

Chapter 3

Question 6

Consider a firm that can invest an amount I in a project generating high
observable cash flow C> 0 with probability eand 0 otherwise: eE {eL , eH }

with eH - eL == !1 > 0 and Pr[e=eLl =f3. The firm needs to raise I from exter
nal investors who do not observe the value of e. Assume that eLc - I> O.
Everybody is risk neutral, and there is no discounting.

1. Suppose that the firms can only promise to repay an amount R chosen
by the firm (with 0 :::; R :::; C) when cash flow is C and 0 otherwise. Can a
good firm signal its type?

2. Suppose now that the firm also has the possibility ofpledging some assets
as collateral for the loan: Should a "default" occur (the firm being unable
to repay R), an asset of value K to the firm is transferred to the creditor
whose valuation is xK with 0 < x < 1. The size of the collateral K is a choice
variable. Give a necessary and sufficient condition for the "best" perfect
Bayesian equilibrium to be separating. How does it depend on f3 and x?
Explain.

Question 7

Consider the following modification of the Myers-Majluf (1984) model.
Suppose that the asset in place can take three ex post values, A =0, 1,2,
and let y= Prob(A = 1) and J.L = Prob(A = 2). The new project, however, has
a safe value VN > I, where I is the start-up cost of the new project. Suppose

.~.
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that the firm can be of two different types, G and B, where (y,Jl) E {(YB,JlB),
(YG' JlG)}, with YG> YB, but

E[AG]==YG +2JlG =YB +2JlB == E[AB]

Solve for the set of perfect Bayesian equilibria under, respectively, equity
financing and debt financing. Discuss.

Question 8

A firm has a project requiring an investment of 20 at t =0 for a sure return
of 30 at t =1. There is no discounting. The investment cost has to be raised
from the financial market. Assume that a new equity issue is proposed.
Potential new investors are uncertain about the value of the firm's assets in
place: A E {50, 100} with Pr[A =100] =0.1.

1. Suppose that investors believe that both types of firms invest. What frac
tion of the firm's equity has to be issued to new investors? What are the
payoffs to existing shareholders if they undertake the project? Are these
beliefs reasonable?

2. Suppose that investors believe that only bad firms issue new equity. Same
questions.

3. Suppose now that shareholders commit at t = 0 to a wasteful advertising
campaign at t =1 after the project return is realized. The advertising expen
diture is ail irreversible action on the part of the firm that results in a drop
in profits of K. The size of the expenditure is a choice variable. Show that
a good firm can signal its type through such expenditures. Discuss.

Question 9

Consider a two-period model with no discounting. An entrepreneur has a
project generating a random cash flow C E {~, C} at t = 1 where C- ~ == Li

> 0 and Pr[C = C] == 8. The (project) type 8 E {8L , 8H }, with 8H > 8L , is the
entrepreneur's private information, and the (common knowledge) market
prior is Pr[8 =8d == f3. The project requires an investment I at t =0 that the
entrepreneur needs to raise from the (competitive) market. Assume that·
~ + 8LLi > I > ~. The entrepreneur is assumed to be restricted to issuing
debt only or equity only.

1. Show that there exist perfect Bayesian equilibria in which both
types issue debt. Which one among these equilibria is preferred by 8H
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entrepreneurs? Show that there may exist perfect Bayesian equilibria in
which both types issue equity. Which one among these equilibria is pre
ferred by 8H entrepreneurs? And do 8H entrepreneurs prefer this equilib
rium to their most preferred debt equilibrium? Explain.

2. In the remainder of the problem, assume that the entrepreneur incurs a
nonpecuniary cost of financial distress K> 0 whenever she is unable to meet
a repayment at t= 1. Give conditions on K for a pooling equilibrium with
debt to exist. Give conditions on K for a separating equilibrium to exist.
Can 8H entrepreneurs be better off with K > 0 than with K = 0 (in their pre
ferred equilibrium)?

Chapter 4

Question 10

Take a standard moral-hazard problem where the principal considers offer
ing the agent a lottery rather than a :fixed payment Wi if output qi is
observed. Specifically, the agent would receive in this case wij with proba
bility Pij ~ 0, with j = 1, 2, ... , m and

Assume the agent's utility function is u(w} - If/(a). Show that such a ran
domizing incentive scheme cannot be optimal if the principal is risk neutral
and the agent is strictly risk averse.

Question 11

Consider a risk-averse individual [with utility function of money u(·)] with
initial wealth Wo who faces the risk of having an accident and losing an
amount x of her wealth. She has access to a perfectly competitive market
of risk-neutral insurers who can offer schedules R(x) of repayments net of
the insurance premium. Assume that the distribution of x, which depends
on accident-prevention effort a, has an atom at x = 0:/(0, a) =1- pea) and
I(x, a) = p(a)g(x) for x > O. Assume p"(a) > 0 > p'(a). The individual's
(increasing and convex) cost of effort, separable from her utility of money,
is If/(a). Determine the first-best and second-best insurance contracts.
Discuss.
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Question U

Consider a principal-agent problem with three exogenous states of nature,
eb Oz, and e3; two effort levels, aL and aH; and two output levels, distributed
as follows as a function of the state of nature and the effort level:

State of nature

Probability
Output under aH

Output under aL

0.25
18
18

Oz

0.5
18
1

fh

0.25
1
1

The principal is risk neutral, while the agent has utility function .JW when
receiving monetary compensation w, minus the cost of effort, which is nor
malized to 0 for aL and to 0.1 for aH. The agent's reservation expected utility
is 0.1.

1. Derive the first-best contract.

2. Derive the second-best contract when only output levels are observable.

3. Assume the principal can buy fora price of 0.1 an infonnation system
that allows the parties to verify whether state of nature fh happened or not.
Will the principal buy this information system? Discuss.

Question 13

Consider the modified linear managerial-incentive-scheme problem, where
the manager's effort, a, affects current profits, ql =a + cq1' and future profits,
qz =a + CQ2' where Cqt are Li.d. with normal distribution N(O, (j~). The manager
retires at the end of the first period, and the manager's compensation
cannot be based on qz. However, her compensation can depend on the stock
price P = 2a + cp, where cp - N(O, (j~). Derive the optimal compensation
contract t =w + fql + sP. Discuss how it depends on (j~ and on its relation
with (j~. Compare your solution with that in the chapter.

Question 14

Consider the following principal-agent problem. There is a project whose
probability of success is a (a is also the effort made by the risk-neutral agent,
at cost aZ

). In case of success the return is R, and in case of failure the return
is O. The parameter R can take two values, X with probability A. and 1 with
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probability 1 - A. To undertake the project, the agent needs to borrow an
amount I from the principal. The sequence of events is as follows:

• First, the principal offers the agent a debt contract, with face value Do.
The agent accepts or rejects this contract.

• Second, nature determines the value R that would occur in case of success.
This value is observed by both principal and agent. The principal can then
choose to lower;the debt from Do to D I .

• The agent chooses a level of effort a. This level is not observed by the
principal.

• The project succeeds or not. If the project succeeds, the agent pays the
minimum of R and the face value of debt D I .

Answer the following questions:

1. Compute the subgame-perfect equilibrium of this game as a function of
I,A,andX.

2. When do we have D I < Do? Discuss.

Question 15

An entrepreneur has two projects available, each requiring an investment
outlay of 6 at t =O. The first project generates cash flow CI E {5,45} at t = .
1. The second project generates cash flow C2 E to, 48}. The probability of
getting a high cash flow is in each case equal to a, where a also denotes the
level of effort of the entrepreneur. The entrepreneur has cost of effort of
40a2 and can choose between three effort levels: a E to, t, 1}. The firm has
no assets in place. Everybody is risk neutral, and there is no discounting.
The two projects are mutually exclusive.

1. If the entrepreneur can self-finance, what level of effort will she choose
under each project? Which project is worth investing in?

2. Suppose now that the entrepreneur is cash constrained and that the
project is entirely financed with debt. What face value D of debt should the
entrepreneur choose under each project? Which project does she end up
choosing if she can get an unconditional loan, that is, a loan that does not
depend on which of the two projects she decides to invest in? Discuss.

3. Can the entrepreneur do better by issuing a fraction s of equity instead
of financing the project with debt?
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Question 16

Consider a target firm with widely dispersed ownership (atomistic risk
neutral shareholders) facing a takeover bid from a risk-neutral "raider."
The monetary value per share under incumbent management is normalized
to zero. Once the raider has gained control, she obtains a private benefit
Z ~ 0 and can also exert effort a at private cost ka2/2, which generates a
value per share of aVR where VR > k.

Gaining control requires acquiring 50% of the shares of the target (the
security voting structure is "one share, one vote"). Assume the raider does
not own any shares prior to :making the offer. There are no costs to the
takeover other than the price the raider has to pay. Incumbent management
is assumed to remain passive.

The raider makes a public tender offer of a price per share of b. This offer
is "unrestricted" and "conditional"; that is, the raider buys all the shares ten
dered provided at least 50% of the shares of the firm are tendered. Faced
with this offer, target shareholders noncooperatively choose whether to
tender or not (assume that they think their tendering decision will not affect
the outcome of the takeover).

1. Derive the posttakeover value per share, given that the raider has gained
control and holds a fraction of shares s ~ 50%.

2. At what bid price b will the raider be able to acquire a fraction of shares
s ~ 50%?-

3. Derive the raider's optimal offer b* and optimal posttakeover owner
ship stake s*, respectively, when Z = 0 and Z > O.

4. Is the raider's optimal bid efficient; that is, does it maximize the sum of
shareholder and raider returns?

Chapter 5

Question 17

Consider a seller of a single item facing two- potential buyers. The item
is either worth VH or VL < VH (the buyers agree on these valuations; that is,
it is a "common-value environment", as defined in Chapter 7) and the
common prior probability is Pr(v =VH) =0.5.
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Suppose that the seller privately receives an estimate of the value of the
item from an expert (in the form of a signed written letter) prior to the sale.
There are n possible estimates ei, with i =1, ... , n. Assume E[vlea =Vi such
that

The buyers have no information about what the estimate is likely to be.
Their beliefs are

1
Pr(ei) =

n

1. Show that the unique equilibrium of the game where the seller sells the
object through an ascending-price auction (or "English auction"; see
Chapter 7) is for the seller to first disclose the content of the expert's esti
mate to the bidders.

2. What is the equilibrium in the English auction when the seller must pay
a cost K > 0 to obtain an expert's assessment?

Question 18

Consider the following stylized example of trading by two risk-neutral
market makers, each of them small enough so that the direct influence of
their trade on the stock prices is negligible. It is common knowledge that
one of the traders will become informed about the true underlying value
of a stock with probability /3, while the other always remains uninformed.
Assume each market maker can trade up to one unit twice in succession.
The question is, should the market makers be required to disclose their first
trade before they initiate their second trade? The question is considered at
an ex ante stage where both market markers are identical and neither
knows who will become informed (if any). So, at stage 0, the market makers
must decide whether to introduce mandatory disclosure of trades at stage
1.

Prior to stage 1, the stock is worth either 110 or 90, with equal probabil
ities, so that the stock price is 100. At the beginning of stage 1, one market
maker becomes informed about the value of the stock with probability /3,
while the other remains uninformed.

For the first trade, assume the uninformed market maker buys with prob
ability 0.5 and sells with probability 0.5. Following the first trade, there may

.~.
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be mandatory or voluntary disclosure. Then a second trade can be initiated
by both informed and uninformed market makers.

1. What are the ex post payoffs of the informed and uninformed traders
under mandatory disclosure and no mandatory disclosure, respectively?

2. When is mandatory disclosure better from an ex ante perspective than
no mandatory disclosure?

3. When there is no mandatory disclosure, when is there voluntary disclo
sure? Discuss.

Question 19

Consider a two-period model with no discounting. A risk-neutral entrepre
neur has a project generating at t =1 a random cash flow n E {nL' nH} with
nH> nL and f3 == Pr[n =nd. The project requires an investment I at t =°that
is raised from a risk-neutral creditor in a competitive capital market.
Suppose that at t = 1 the entrepreneur observes n, but the creditor can verify
n only by incurring a monitoring cost K (assume that verification costs are
small enough for financing to be viable). Let

f3nL +(1- f3)nH > I +K

and I > nL > K, and assume that repayments must be nonnegative.

1. Assume that only deterministic monitoring contracts are feasible. Derive
an optimal financial contract. Explain why there is no unique optimal con
tract within this setting.

2. Show that random verification is optimal. Explain.

3. Focus again on deterministic contracts, and suppose now that the entre
preneur is risk averse while the creditor remains risk neutral. Identify the
unique optimal contract. Explain.

Question 20

Consider a financial contracting problem between a wealth-constrained,
risk-neutral entrepreneur and a wealthy risk-neutral investor. The cost of .
investment at date t =°is 1. The project generates a random return on
investment at date t =1 of n((), 1) =2min {(), I}, where () is the state of nature,
uniformly distributed on [0,1].
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1. Characterize the first-best level of investment, I FB
•

2. Suppose that the realized return at t =I is freely observable only to the
entrepreneur. A cost K > 0 must be paid for the investor to observe n(e, I).
Derive the second-best contract under the assmptions of (a) deterministic
verification and (b) zero expected profit for the investor, taking into
account that repayments cannot exceed realized returns (net of inspection
costs).

3. Show that the second-best optimal investment level is lower than I FB
•

Chapter 6

Question 21

A risk-neutral profit-maximizing monopolist producing two goods, good 1
and good 2, faces a consumer with utility function Vlql + V2q2 - T, where T
is the payment from the consumer to the monopolist, qi is the quantity of
good i(i = 1,2) bought by the consumer, and Vi is the consumer's valuation
for good i. The monopolist's cost is C(ql) + C(q2)' Each consumer valuation
Vi can take two values, vf and vfl. Define ~Vi == vfl - vf > O. Assume that Vl

and V2 are independently distributed and Pr(vi =vf) = f3i' The monopolist
does not observe the realization of the v/s, but their distribution is common
knowledge.-

1. Suppose that the monopolist decides to treat the contract-design
problem as two separate problems, one for eac)J. good. What is the second
best outcome?

2. Assume that the monopolist now decides to consider a general con
tract instead of two separate oneS. How many (IC) constraints does
the monopolist face? How many (IR) constraints? (Do not write them
down.)

3. Consider the relaxed problem with only the following constraints: (a) the
(IR) constraint for type (vf, vr); and (b) the following four (IC) constraints:
for type (vf, vr) versus type (vf, vr), (ICI); for type (vf, v¥) versus type (vf,
vr), (ICZ); for type (vf, v¥) versus type (vf, vr), (IC3); and for type (vf, v¥)
versus type (vf, v¥), (IC4). Write down this relaxed problem.
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4. Show that for this relaxed problem the (IR) constraint for (vf, vf) is
binding. Show that constraints (IC1) and (IC2)'are also binding. Use these
results to eliminate from the monopolist's problem the payments it gets
from types (vf, vf), (v¥, vf), and (vf, vf). That is, write the relaxed problem
as a maximization problem with respect to quantities and the payment the
monopolist gets from type (v¥, vf), subject to the two constraints (IC3) and
(IC4).

5. Write the Lagrangian of this last problem. Denote by Al and k
the Lagrange multipliers of (IC3) and (IC4), respectively. Show that
Al + k = 1/[(1 - f31)(1 - f3z)]. Show that the quantities of good i(i = 1,2)
sold to the types who have a high valuation for that good are as in part 1
of this question. Discuss.

6. Write down the first-order conditions for the quantities of good i (i = 1,
2) sold to the types who have a low valuation for that good. Show that Al
and k are strictly positive. Compare them to the answer of part 1. Discuss.

7. Consider the symmetric case vf =vf =vL, v¥ =v¥ =vH, f31 = f32 = f3. Show
that the solution to the relaxed problem is also the solution to the initial
problem.

Q~estion 22

Consider an agent who works for a risk-neutral principal. The agent can
allocate time to n + 1 tasks. Call ai the amount of time spent on task
i(i =0, 1,2, ... , n). The principal cares only about task 0, getting output
q = ao +£, where £ is normally distributed with mean °and variance (52.

The agent, however, derives a benefit VtCai) from spending time on tasks
i =1, 2, ... , n. She has CARA risk preferences, and her utility function is

where If/(ao + al + ... + an) is the cost of time, with 0/' and 0/" > °and
If/(O) =0. Assume also that v;> 0, vt < 0, and Vi(O) =0, and that optimization
with respect to the a/s leads to interior solutions. Call Wo the agent's reser
vation wage.

1. Derive the first-best outcome. Discuss.

2. Assume that the principal does not observe the at's chosen by the agent,
but only q and whether the agent can engage at all in any of the tasks 1,
2, ... ,n. Assume the principal can offer the agent a linear incentive scheme
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t + sq and he can also choose the subset S of tasks the agent is allowed to
engage in (that is, for any other task j, the principal can force aj = 0). Deter
mine the optimal subset S as a function of s. What happens when s =1?
Compare with the answer in part 1 of this question. What happens when s
drops below 1? Discuss.

Question 23

Consider a risk-neutral principal who has to take a decision d E {A, 0, B}.
The optimal decision depends on a random parameter e= eA + eB • Ex ante,
we have Pr(eA =-1) = f3 =Pr(eB =1) and Pr(eA =0) =1- f3 =Pr(eB =0).
Moreover, eA and eB are independently distributed. Assume that the
optimal decision is A if e =-1, °if e =0, and B if e =1. Let K be the cost
to the principal of not taking the optimal decision for any e.

The principal has access to a population of risk-neutral agents who, by
spending one unit of effort looking at ei (i =A, B), can obtain hard evidence
that leil =1. Specifically, if ei =0, no evidence is found, while if leil =1, hard
evidence (that is, evidence that cannot be forged) is found with probability
p. Agents' utility functions are w - nlf/, where w is their wage, n the number
of units of effort expended by the agent (n =2 means that the agent looks
at both eA and eB), and If/ the unit cost of effort.

1. What is the first-best effort level in this case? When is it optimal to have
two units of effort expended?

2. Assume that agents privately choose effort but can be paid per piece of
evidence provided. Can the first-best effort level be achieved while leaving
no rents to the agent(s)? Does it matter whether one or two agents (expend
ing, respectively, two or one units of effort) are hired by the principal? Does
the outcome depend on agents' limited-liability constraint w 2:: o?

3. Assume now that the hard evidence is automatically transmitted to the
principal but that contracts can be contingent only on the decision taken by
the principal, and not on the amount of information generated by the
agent(s). What is the optimal contract for the principal [i.e., the contract
that minimizes the expected cost of wrong decisions plus the wage bill to
be conceded to the agent(s)] when a single agent is hired by the principal?
And when two agents are hired by the principal? Again, does the outcome
depend on agents' limited-liability constraints?

.~.
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4. Assume finally that, whenever the hard evidence is generated, it is first
obtained by the agent, who can then decide whether or not to disclose it to
the principaL Does this new sequence of moves change the conclusion
reached in part 3 of this question?

Question 24

A risk-averse entrepreneur [with strictly increasing utility function u(·)]
produces random output q, uniformly distributed on [0, 'l], with 'l> 0. The
entrepreneur wants to diversify risk by writing a risk-sharing contract with
a risk-neutral financier (with initial wealth W;;:: 'l), specifying a transfer to
the entrepreneur contingent on realized output.

Output is observable to the entrepreneur. It is also observable to the fin
ancier unless the entrepreneur falsifies her accounts. After observing the
realization of q, the entrepreneur can produce a falsifed output report R at
cost

2
If/(q, R) = {-(q - R)+}c(q -R)

where c > 0. Suppose that the entrepreneur is protected by limited liability
and that her reservation utility u is higher than 'l12.

1. Characterize the first-best contract.

2. A contract with no output falsific~tion is such that R(q) = q for all
q E [0, q]. Show that the first-best contract would lead to falsification.
Derive the entrepreneur's equilibrium falsification in response to the first
best contract.

3. What is the optimal no-falsification contract? Show that the optimal con
tract with no falsification is linear in output q (hint: all incentive constraints
are satisfied as long as the contract is locally incentive-compatible at any
q E [0, 'l]).

4. Explain why a contract with falsification may dominate the optimal
contract with no falsification when c -7 +00.

Chapter 7

Question 25

Consider a public-good problem represented by a decision d E [0,1].
Decision d has an impact on N individuals: Individual i =1, 2, ... , N has
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(differentiable) utility function Vied, Oi) - Ti, where Oi is a privately known
parameter and Ti is the payment made by the individual to the "planner."
The socially efficient decision is

d* (0) = arg maxL Vi (d, Oi)
i

where 0 == (Ot, ... , ON)'

1. Derive the "'Groves mechanism," that is, the direct revelation mechanism
that implements d*(0) as a dominant strategy equilibrium. Show that it is
unique. To do so, show that social efficiency implies

Oi =argmaxei LvJd*(O_i,ei),Oj]
j

where ei is any announcement that individual i could make. Use this result
and the IC constraint for individual i to derive the Groves mechanism as
the solution of a differential equation, which is unique up to a constant.

2. Show that budget balance [i.e., LiTi(0) = 0 for all 0] in the Groves mech
anism can be satisfied if and only if d*(O) is "(n -i)-separable." Note that
a function F(m), with m == (m!, m2, ... ,mn), is (n -i)-separable if and only
if it can be written as

3. Rather than insisting on dominant-strategy implementation, focus on
Bayesian implementation. Assume that the O/s are distributed indepen
dently. Show that there always exists a budget-balancing mechanism that
leads to truth telling as a Bayesian equilibrium.To do so, start with a Groves
mechanism and redistribute the surplus/deficit among the agents so as to
leave the IC constraints unaffected.

Question 26

Consider a continuum of sellers and a continuum of buyers, each of measure
1. Each seller owns initially one unit of the good. Seller valuations for that
good (denoted by vs) are H.d. on [~s, vs] with density fs(vs). Each buyer is
potentially interested in buying one unit of the good. Buyer valuations
(denoted by VB) are Li.d. on [~B' VB] with density [B(VB)' Assume that
~B < ~s·

Call xs(vs) the seller's probability of selling given an announced vs, and
XB(VB) the buyer's probability of buying given an announced VB' Call TS(t'S)
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the seller's payment (to a "planner") given an announced vs, and TB(VB) the
buyer's payment (to a "planner") given an aImounced VB. Consider the
"Walrasian mechanism," defined by

xs(vs)=1 and Ts(vs)=P ifvs ~P

xs(vs)=O and Ts(vs)=O ifvs >P

XB(VB)=1 and TB(VB)=-P if VB "?P

XB(VB)=O and TB(VB)=O if VB <P

1. Show that the IC constraints and IR constraints are satisfied for any
price P.

2. Show that there exists a price P such that trade is efficient and
balancedness is satisfied.

3. Compare with the Myerson-Satterthwaite (1983) result.

Question 27

A decision where to locate a hazardous-waste dump is taken through an
auction between n towns in a given country. Call di town i's disutility from
taking on the dump. Assume the d/s are uniformly and independently
distributed on [0, 1]. Call Ti the transfer the town requests for taking the
hazardous-waste dump. The lowest bidder gets the dump and receives its
requested transfer, which is paid equally from the other towns. Compute
the symmetric equilibrium of this auction. Is this an efficient allocation
mechanism? Discuss.

Question 28

Consider a two-person, independent private-value auction with valuations
uniformly distributed on [0, 1]. Consider the following assumptions on util
ities: (a) bidder i(i =1,2) has utility Vi - P when she wins the object and
has to pay P, while her outside option is normalized to zero; (b) bidder
i (i =1, 2) has utility ~Vi - P when she wins the object and has to pay P,
while her outside option is normalized to zero.

1. Compare the seller's expected revenue in cases (a) and (b) for the
Vickrey auction.

2. Compare the seller's expected revenue in cases (a) and (b) for the
(linear) symmetric bidding equilibrium of the first-price;sealed-bid auction.

3. Discuss.
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Question 29

Consider an auction setting where a risk-neutral seller of a house faces two
potential risk-neutral buyers. Buyer 1 is a real-estate agent who knows the
market value of the house perfectly. Buyer 2 does not know the market
value of the house, and the same goes for the seller.The seller is determined
to sell the house, while each buyer is uninterested in buying at a price higher
than the expested value of the house. The value of the house v is either VB

or VL with VB> VL, and the seller's and buyer 2's ex ante beliefs are given
by f3 == Pr(v =VL)' Except for the realization of v, all the preceding infor
mation is common knowledge.

1. Show that buyer 2 obtains an expected payoff of zero in the first-price
sealed-bid auction.

2. Which of the following standard auctions maximizes the seller's
expected revenue: the English, Vickrey, or Dutch auction?

3. What is the optimal auction?

4. Assuming now that V is uniformly distributed on the interval [0, 1], char
acterize the Bayesian equilibrium in the first-price sealed-bid auction. What
is the equilibrium payoff of the uninformed buyer?

Chapter 8

Question 30

Consider a risk-neutral principal who employs two agents, i =1,2, who can
produce an amount qi =t(ai' q), where ai is agent i's effort level and q is a
random shock with (atomless) density g(eJThe e/s are identically and inde
pendently distributed. Each agent has an outside opportunity level of utility
normalized to zero. Agents are not wealth constrained.

1. Assume first that each agent i is risk neutral, with utility equal to mon
etary compensation, lVi, minus a convex cost of effort l{I(ai)' Assuming that
a positive level of production is desirable, derive the first-best outcome
where each agent has a zero expected payoff. Show how it can be achieved
through an incentive scheme where each agent is rewarded according to
her output only. Show how it can also be achieved (assuming that a sym
metric pure-strategy Nash equilibrium exists) through a simple tournament
where the agent who is "behind" in terms of individual output is paid an
amount Wi and the one who is "ahe.?d" is paid an amount Ww' Discuss.,
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2. Assume now that each agent i is risk averse, with utility equal to
U(Wi) - 1jI(ai) , where u(-) is strictly increasing and concave. Extend the
class of possible relative-performance incentive schemes to WI(qh qz) and
WZ(qb qz). Consider any pair (ab az) that can be sustained as a Nash equi
librium as a result of these incentive schemes and that also gives each agent
a nonnegative expected utility level. Show that this pair of effort levels can
also be sustained in this way by a pair of incentive schemes WI(ql) and
Wz(qz) that lacks relative performance evaluation and that does not have a
higher expected cost for the principal. Discuss.

Question 31

Two agents can work for a principal. The output of agent i, i = 1, 2, is
qi =ai + Cj, where ai is agent i's effort level and q is a random shock. The
q'S are independent of each other and normally distributed with mean 0
and variance (Jz.

In addition to choosing az, agent 2 can engage in a second activity bz.This
activity does not affect output directly, but rather reduces the effort cost of
agent 1. The interpretation is that agent 2 can help agent 1 (but not the
other way around). The cost functions of the agents are

1 z
lfh (aI, bz)= i(al - bz)

and

Agent 1 chooses her effort level al only after she has observed the level of
help bz. Agent i's utility function is exponential and equal to

where Wi is the agent's income. The agent's reservation utility is -1, which
corresponds to a reservation wage of O. The principal is risk neutral and is
restricted to linear incentive schemes. The incentive scheme for agent i is

1. Assume that ah az, and bz are observable. Solve the principal's problem
by maximizjng the total expected surplus with respect to ah az, and bz.
Explain why al > az.
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2. Assume from now on that at. az, and bz are not observable. Solve again
the principal's problem. Explain why Ul = O.

3. Assume that the principal cannot distinguish whether a unit of output
was produced by agent 1 or agent 2. The agents can thus engage in arbi
trage, claiming that all output was produced by one of them. Assume that
they will do so whenever it increases the sum of their wages. Explain why
the incentive scheme in part 2 leads to arbitrage.What additional constraint
does arbitrage impose on the principal's problem? Solve this problem, and
explain why Ul > o.

Question 32

Two agents work for a principal. The output of agent i, i = 1, 2, is qi =
ai + 4, where ai is agent i's (privately observed) effort level and Ci is a
random shock. The c/s are normally distributed with mean 0 and variance
covariance matrix

Agent i's utility function is

-e -Tl[Wi-car /z]

where Wi is the agent's income. Each agent's reservation wage is o. The prin
cipal is risk neutral and is restricted to (symmetric) linear incentive
schemes. Specifically, the incentive scheme for agent i is

Agents can collude by writing a side contract before efforts are chosen.
Assume agent 1 can make the following take·it-or-leave-it contract offer to
agent 2:

s =f/J(ql -qz)+ cp

1. Derive the optimal side contract for an arbitrary incentive scheme
(v, u), assuming that effort choices cannot be part of the side contract.

2. Show that the principal can without loss of generality restrict attention
to collusion-proof contracts.



667 J\ppendix

3. Derive the optimal collusion-proof contract. Discuss.

4. Would the principal benefit if collusion were made impossible? How
would the answer change if agents could write a side contract conditional
on effort choices?

Question 33

A (risk-neutral) municipal government considers funding an investment
project put forward by an association (also risk-neutral). The cost of the
project is known, but the government is unsure about its social value, and
its assessment is at odds with that of the association. Specifically, if the
project is of "good "quality," its social value (net of the cost of the project)
as assessed by the government is 8a > 0, while the association would derive
a private benefit Va > 0 from seeing it go through. If instead the project is
of "bad quality," its net social value is 8B < 0, but the association would
derive a private benefit VB, higher than Va, if it went through. The associa
tion knows the quality of the project, while the government's (common
knowledge) belief is Pr(vB) = 13.

In the absence of information, the government is ready to fund the
project, since we assume f38B + (1- f3)8a > O. However, since taxation is dis
tortionary, the government has net value A> 0 for each unit of revenue
raised from the association. However, the government would be unwilling
to allow a bad-quality project to go through even if it were able to charge
the association for its full private benefit; that is, we assume 8B + AVB < O.

Assume that the government has access to a (risk-neutral) "expert" who,
when the project is of bad quality, manages to obtain an (unfalsifiable) proof
of this fact with probability p, but observes "nothing" with probability
(1- p); "nothing" is also observed with probability 1 when the project is of
good quality. The expert starts with no financial resources and can there
fore only be rewarded. The association is assumed to observe when the
expert obtains a proof of bad quality, while the government has to be
"alerted" by the expert.

1. Derive first the optimal scheme for the government when it cannot rely
at all on the expert.

2. What is the optimal scheme when the government can rely on the expert
and when collusion between the expert and the association is impossible
because the expert is "honest"?
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3. What is the optimal scheme when the government can rely on the expert
but the expert is "self-interested" and the association can promise the
expert a side payment for not alerting the government when he obtains a
proof of bad quality? Assume the collusion technology is such that, for
every unit of money the association pays, the expert only collects an equiva
lent of k < 1 units of money.

4. What is the optimal scheme when the government is unsure about the
prospect for collusion, because it believes that with probability r the expert
is "honest" and with probability 1 - rhe is "self-interested"?

Chapter 9

Question 34

Consider a two-period durable-goods monopoly problem where a
seller faces a single buyer with reservation. utility for the durable good
v E {VL' VH} with VH> VL > O. The seller's prior belief about the buyer's reser
vation utility is Pr(v =VH) =0.5. The seller's cost of producing the good
can also take two equally likely values: C E {CL' CH} with CH> CL ~ O. Seller
costs and buyer reservation values are independently distributed and are
private information. Assume

and

The common discount factor is given by 8> O.

1. Under what conditions does a pooling equilibrium exist in the first
period where

(a) both types of seller set a first-period price

8
PI =VH --(VH -vd

2
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(b) the type-vH buyer accepts this price with probability

and the type-vL buyer rejects it with probability 1; and (c) following a
period-1 rejection, the type-cL seller sets pf = VL in the second period and
the type-cH seller sets p!f =VH in the second period?

2. Explain why the seller gains from having private information about costs
when his cost is CL, but not when it is CH.

Question 35

Consider a two-period regulation model where the "type" of the firm is
endogenous. Initially, the regulator offers a revenue function Rl(q) speci
fying the payment it offers for output level q. Then, the firm sinks a (pri
vately observed) amount 1 that determines its per-period production cost
C(q, 1) [with C(O, 1) =cq(O, 1) =0, cqq(q,1) > e> 0, and cICq, 1) < 0], and chooses
to produce quantity qh which leads to first-period payoff

Rl (ql) -C(ql' 1) - 1

If instead the firm quits, it earns -1 and the game is over. lithe firm has
chosen qh the regulator's first-period payoff is ql - Rl(ql)'

In the second period, after having observed ql, the regulator offers Rz(q),
upon which the firm either quits (leading to a zero payoff for both parties
in period 2) or chooses qz, with associated second-period payoffs
Rz(qz) - c(qz, 1) and q2 - Rz(qz) for the two parties.

1. What is the full-commitment strategy of the regulator?

2. In the absence of commitment, show that this game has no pure
strategy perfect Bayesian equilibrium with 1> 0.

Question 36

Consider the soft-budget-constraint setting discussed in Chapter 9 (section
9.1.3), with the following variation: Assume that.each individual investor is
infinitesimal, but can, in a first stage of the game, join a "small creditor,"
with one unit of funds in total, or a "large creditor," with two units of funds.
Assume away agency problems between the manager running this under
taking and the small investors. Beyond this initial stage, the setting is as in
section 9.1.3.
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1. Assuming first a pure adverse selection setting for entrepreneurs (that
is, the good entrepreneur can choose only a "quick" project), determine the
equilibrium (assuming that creditors plagued by the soft budget constraint
can never hope to get a higher probability of good entrepreneurs than the
population average {J-to get rid of "Rothschild-Stiglitz nonexistence prob
lems" discussed in Chapter 13).

2. Add moral hazard for good entrepreneurs; that is, they can choose
between the ':'quick" project and a "good but slow" project, whose payoffs
are as in section 9.1.3.3. When is there is a single equilibrium of the game?
When are there two (Pareto-ranked) equilibria?

Question 37

Consider the following investment/insurance problem under private
information:

A risk-averse agent invests an amount p/2 in a project with random
income shocks in two periods t = 1,2, with

{
1 with probability p

w -
1 - 0 with probability 1-p

and Wz E {O, 1}, with

{
pr(wz = 11wl = 1) = r ~ p

Pr(wz = 11wl = 0) = )1 ';? P

where r > 0.5 and p < 1. The agent's utility function is time separable: U(Cl;

cz) = u(Cl) + u(cz) with u(c) taking the following piecewise linear form:

1

{
1. +1.(c _1.) for C ';?.-

u(c) = 2 2 2 2
1

C for c <
2

The agent can obtain insurance against the income shocks at actuarially fair
rates at the beginning of every period.

1. Characterize the first-best optimal consumption allocation under the
assumption that the agent cannot do any private saving.

2. Assuming that income shocks are private information, show that when
only spot contracts are feasible, the agent cannot get any insurance.
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3. Suppose that the agent can borrow from and lend to a bank at zero inter
est rate. Characterize the agent's optimal payoff under borrowing and
lending.

4. When is insurance in the form of borrowing and lending an optimal
contract?

Chapter 10

Question 38

Consider a two-period principal-agent problem, where, in period 1, the
agent chooses effort level a, which produces independently and identically
distributed profit outcomes in each period, ql E {qL' qH} and qz E {qL' qH}.
The profit outcome qH occurs with probability p(a)-a strictly increasing
function of a-and the outcome qL with probability [1-pea)], with 1 >pea)
> 0 for all a E [0, a], where a< co. The agent's utility function is u(w) - a,
with u' > 0; u" < O. The agent can neither borrow nor save, so that she is
forced to consume what she earns in each period. The principal is risk
neutral and can borrow or lend at zero interest rate.

1. Let {WL' WH, WLL, WLH, WHL, WHH} denote the agent's profit-contingent
compensation in periods 1 and 2. Show that the optimal contingent
compen~ation contract must satisfy the equation

_1_ = pea) +1-pea) for i =L, H
U'(Wi) U'(WiH) u'(wid'

2.Using Jensen's inequality show that

Wi ~ p(a)WiH +[1-p(a)]wiL' for i =L, H

under the optimal contract, when 1/u' is concave.

3. Suppose now that under the preceding optimal contract the agent is
allowed to save and borrow at date 1 following the realization of ql' Explain
why she would want to save.

Question 39

A firm has assets in place and a new investment opportunity, and lives for
three periods. In period t = 0, the firm's debt structure is chosen (that is, its
level of short-term debt D 1 maturing at t =1, and long-term debt Dz due at
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t =2). At t =1, the assets in place yield a return Ch and a new investment
opportunity appears that requires an investment outlay 1. At t =2, the assets
in place yield a further return Cz, and the new investment project generates
a cash flow CN, if it has been undertaken at t =1. At t =2, the firm isliqui
dated and proceeds are distributed to investors. That is, outstanding debt
claims are repaid, when feasible, and the residual proceeds are distributed
to shareholders.The cash flows C1 and Cz are known at t =0, but CN remains
uncertain untilit =2. Ex ante it is common knowledge that CN E {CL , CH }

with CH > I> CL > 0 and Pr[CN =CH] == Y.
The firm is Tun by a manager who decides whether or not to undertake

the project at t =1. The manager is an empire builder. She always chooses
to undertake the project if she can. So, if there is sufficient financial slack
at t = 1, the manager will invest. If this is not the case, the manager will tum
to a new lender (bank) for a loan to fund the investment outlays. (Funds
borrowed at t =1 can also be used to repay D1.) Debt raised at t =1 is junior
to all existing debt, but senior to equity. The debts D1 and Dz cannot be
renegotiated. If the firm defaults at t =1, there is a bankruptcy cost k> 0
and the firm is liquidated. (There are no bankruptcy costs if the firm defaults
at t =2.) Finally, all agents are risk neutral, and the riskless rate of return
is zero.

1. Suppose that C1 = D1• Does this assumption prevent the manager from
undertaking projects with a negative net present value (NPV) at t = 1? That
is, how much additional funding can the manager raise, and what projects
will be undertaken?

2. Relax the assumption that C1 =D 1• State the condition (as a function of
D 1 and D z) for the manager to be able to undertake the new project.

3. What are the optimal values of D1 and Dz? What values of D1 and
Dz ensure that the investment will be undertaken if and only if its NPV is
positive? Explain the role of short-term debt in affecting managerial
investment behavior.

4. Now assume that C1 is a random variable independent of CN and
with the known probability distribution C1 E {Cf, Cr} with Cr> cf and
Pr[C1 = C[l] == 'fl. Assume also that all projects have a negative NPV
and that I> C[l- cf. What are the optimal values of D1 and Dz?

5. Drop the assumption in part 4 that all projects have a negative NPY.
Suppose instead that the uncertainty about CN is resolved at t =1. That is,
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at the time the investment is made,· the return is known. Assume further
that CH =21 =4CL • (C1 continues to be a random variable). Show that for
I> Cf - Cr, it is optimal to set D 1 = Cr and D2 > Cz. Explain why risky
long-term debt dominates risky short-term debt in this case.

6. Assume now that the opposite condition holds, that is, I < Cf- Cr. Show
that risky short-term debt is necessary to avoid overinvestment. What are
the costs associated with avoiding overinvestment?

Question 40

Consider a variant of Holmstrom's (1982a) career-concern model:There are
two identical periods. After the second period the manager retires. The
output of the manager in period t is

qt =(]+atCt +(l-at)et

where (] is the manager's unknown ability, at E [0, 1] is the manager's un
observed action, Ct is an unobserved stochastic return term, and et is an
observed stochastic return term. One may think of the manager's action as
a decision to allocate a dollar between a firm-specific project, which returns
Ct, and a market project, which returns et. The allocation is known only to
the manager.

The market pays the manager her expected value in each period
W t = E[qrlIa, which depends on the market's iIiformation It and its expect
ation of the manager's action. Assume that the market's and the manager's
first period beliefs about ability are such that (] is normally distributed
with mean me and precision (the inverse of the variance) he. Beliefs in the
second period are updated based on inferences about ah the observed out
come q1, and the observed market return e1'

Assume that the returns Ct and et are independent across time as well as
from one another. Each is normally distributed with zero mean and with
precisions he and he, respectively. The manager is strictly risk averse. Her
preferences can be described by

z
u(WI, W2) =:L/E[wt ]-1]var[wt ])

t=l

where W t is her income in period t, E is the expectation operator, and var
is the variance operator. The coefficient of risk aversion 1] is greater than
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O. Note that there is no cost associated with choosing at. However, at is con
strained to lie in the interval [0,1].

1. Write down the equations that characterize a rational-expectations (self
fulfilling) equilibrium for this model.

2. Show that in the rational-expectations equilibrium the manager will nec
essarily choose the first-period allocation al = 0; that is, she will invest all
the money in ~he market project.

3. Would this conclusion be altered if we instead assumed that the firm
specific project had an expected return E(8t) =1? Discuss.

Chapter 11

Question 41

An upstream supplier invests x dollars in period t = 0 in acquiring techni
cal skills to produce customized software in period t =1 for a downstream
producer. The type of software required and the terms of trade can only be
specified in period t = 1. The total surplus from trading the software in
period t = 1 is given by vex), where v(-) is a strictly increasing, strictly
concave function with v'(O) > 1, which is bounded above [vex) -7 M < +00
as x -7 +00]. In period t =.1 the upstream and downstream producers are
locked in a bilateral bargaining situation, resulting in an efficient trade and
in a 50/50 split of the surplus from trade. ,

1. Explain why ex post spot contracting results in ex ante underinvestment.

2. Suppose now that a new computer to run the software is also available
in period t =1. With this new computer, total ex post surplus generated by
the software increases from vex) to Vex) =f[v(x)] > vex), where f' ~ 0 and
f" ::;; O. What is the first-best level of investment in skills in period t =0 given
that the contracting parties have access to this new computer in period t =
1? Is this first-best investment level always higher than the first-best level
of investment obtained when access to the new computer is denied?

3. Suppose now that the new computer can be owned either by (a) the
upstream producer, (b) the downstream buyer, or (c) a third party owner.
Under up- or downstream ownership there will be bilateral ex post bar
gaining resulting in a 50/50 split of the total surplus. Under third-party own
ership of the new computer, there is trilateral ex post bargaining, and the
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owner of the computer gets the full marginal contribution of the computer,
VeX) - vex), while the other two parties split the surplus vex) in half. Show
that up- or downstream ownership dominates third-party ownership if f' >
1, but third-party ownership dominates when 1< f' < 1.

4. Explain why upstream, downstream, or third-party ownership may dom
inate when f' < 1·
5. How would your answers to parts 3 and 4 change if the trilateral bar
gaining solution were given by the Shapley value?

Question 42

Consider the following vertical integration problem: There are two risk
neutral managers, each running an asset ai where i =1, 2. Both managers
make ex ante investments. Only ex post spot contracts regulating trade are
feasible. Ex post trade at price P results in the following payoffs: R(XI) - P
for manager 1 and P _. C(xz) for manager 2, where the x/s denote ex ante
investment levels.

If the two managers do not trade with each other, their respective payoffs
are

and

where Ai denotes the collection of assets owned by manager i. In this
problem, Ai = ¢ under j-integration, Ai = {al; az} under i-integration, and
Ai = {ad under nonintegration.

As in the Grossman-Hart-Moore setting, it is assumed that

R(xI)-C(xz) > r(xI, AI)-c(xz, A z)

for all (Xl. xz) E [0, i]Z and all Ai,

R'(xI) > r'(XI, {aI, az}) ~ r'(XI, {aJ) ~ r'(XI, ¢) ~ 0

and

-C'(xz) > -c'(Xz, {aI, az}) ~ - c'(Xz, {aJ) ~ - c'(xz,~) ~ 0

1. Characterize the first-best allocation of assets and investment levels.

2. Assuming that the managers split the ex post gains from trade in half,
identify conditions on r'(Xi' Ai) and C'(Xi' Ai) such that nonintegration is
optimal.
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3. Under the same assumption on ex post bargaining, identify conditions
on r(Xi' Ai) and C'(Xi' Ai) such that integration under the ownership of
manager 1 is optimal.

4. Suppose now that

for all Xl E [0, x] and all A l . Suppose also that

p. ( A )
. R(Xl)-C(XZ)

m - C Xz, z > 2

for all Xz E [0, x] and all A z. Under these assumptions, bargaining under an
outside option would give the following outcome:

Equilibrium payoff of manager 1: R(Xl) - C(Xl) - [Pm - c (xz, A z)]

Equilibrium payoff of manager 2: [Pm - C (xz, A z)]

In other words, manager 2 gets her outside option. In what way would the
analysis and results about optimal ownership allocations and equilibrium
investment levels change under this new bargaining solution?

Question 43

Consider a firm seeking outside finance. At date 0, the firm needs to raise
I and has no liquid funds. At date 1, it will ,have (verifiable) assets in place
worth A and generate liquid returns Cl that are assumed to be nonverifi
able by outsiders (for example, because they are private information to the
firm). We have Cl =Cf! with probability f3 and Cl =°with probability 1 
{3, where {3Cf!2:: 1. The firm does not know the realization of Cl at date 0.
At date 2 the firm also has long-term returns (future earnings prospects)
Cz, which are also unverifiable. The realization of Cz will be known to the
firm already at date 1. We have Cz=C!j with probability rand Cz=Cf with
probability 1 - y; and C!j > cf > A.

A contract between the firm and an outside investor is a pair of functions
(P, L), where P = P (8) and L = L(8) depend on the information 8 = (Cl,
Cz) available at date 1. P ~ Cl is the firm's payment made out of Cl , and L
~ A is the firm's payment made by liquidating assets. If an amount L of
assets is liquidated, long-term earnings to the firm will be (1- L/A)Cz•
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The finn and outside investors are risk neutral. At date 0, outside
investors have costs of funds equal to one and offer competing investment
contracts. The finn then chooses the most preferred one (randomizing if
offers are identical), and this contract is executed. Formally, therefore, at
date 1 the firm announces its information, and the payments specified in
the contract are carried out.

1. Write down the parties' utility functions and the contracting problem at
date 0.

2. What is the first-best allocation?

3. Show that in the (second-best) optimal contracting problem the func
tions P and L must be monotone in C2• Interpret.

4. Solve the contracting problem and discuss.

5. Now suppose that the parties will renegotiate date-l inefficiencies when
ever possible, that is, whenever the finn has the funds to compensate the
investor for not liquidating. Suppose also, to simplify matters, that infor
mation is symmetric ex post, that is, that the investor observes f} (but that
f) is still nonverifiable). Suppose finally that in these renegotiations the firm
has all the bargaining power (that is, makes a take-it-or-leave-it offer to the
investor). Determine the optimal renegotiation-proof contract.

6. Compare your results in part 5 to those in part 4.

Question 44

An entrepreneur with no initial wealth has a project that requires an initial
investment K and whose output can take two values: q E to, l}. The market
interest rate is normalized to zero. The entrepreneur offers a financial con
tract to an investor. After the initial investment, both parties observe the
realization of the state of the world, f} E {B, G}, which, however, is not
observable by a court and thus is not contractable. Instead, a contract can
be contingent on the realization of a binary signal, s, which is verifiable in
a court. The signal is distributed as follows: If f} = G, then S = 1 with prob
ability one. If f} = B, then s = 1 with probability rand s = °with probability.
1 - Y. Assume that r is sufficiently small but stnctly positive.

In each state of the world, an action a has to be taken: a E IS, C}, where
S is interpreted as "stop" (downsize, liquidate) and C is interpreted as
"continue." The probability of high output depends on the realized state of
the world and on the action chosen: Pr[q = llf}, a] =ao. (Note that ao also
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expresses the expected monetary return of the project given action a and
state e.) While the investor cares only about monetary returns, the entrepre
neur also has a private nonmonetary benefit h from choosing C rather than
S. Monetary and nonmonetary returns satisfy the following inequalities:

Co < So <Co +h

CB+h<SB

So -Co <SB -CB

Actions cannot be described in an ex ante contract. Instead, a contract spec
ifies control rights, that is, it specifies which party has the right to choose
the action. Besides, the contract specifies the entrepreneur's compensation
as a function of the realized sand q. If the party in control chooses an action
that is not Pareto optimal, the parties can try to renegotiate to an optimal
outcome. Assume that the entrepreneur has all the bargaining power in
renegotiation.

1. For each of the following control structures, find the values of K for
which a contract implementing the first-best action choice is feasible: (a)
entrepreneurial control; (b) investor control; (c) contingent control (E has
control when s =1, I has control when s =0).

2. Under what conditions does each control structure dominate?

3. Compare your results with Proposition 5 in Aghion and Bolton (1992).

Chapter 12

Question 45

Consider a public good problem. There are N ~ 3 agents. The indicator vari
able Y is equal to 1 if the good is supplied and 0 if not, and ti E IR. is the
transfer to agent i. The preferences of agent i are quasi-linear: eiy + ti with
ei E IR.. We want to study social choice correspondences, f(·), that we can
implement in Nash equilibrium.

1. Show that monotonicity implies that f(-) satisfies the following two
conditions:

CONDmoN 1 Consider e= (eb ... , eN) and (Y, tb ... , tN) E fee) such that
Y = 1. Consider also <P = (</JJ., ••• , <PN) such that <P ~ e (this means that Vi,
<Pi ~ eJ We then have (Y, tb · .. ,tN) E f{<p).
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CONDITION 2 Consider eand (Y, tI, .... , tN) E f( e) such that x = O. Consider
also </J such that e;;::: </J (this means that 'r:Ii, ei ;;::: </Ji)' We then have (Y, tI, . .. ,
tN) E f(</J).
2. Consider now f(·) that satisfies conditions 1 and 2. Show that it is
monotonic.

3. Show that f(·) satisfies no veto power. Conclude that f(-) is imple
mentable in Nash equilibrium.

4. Show that we can implement an f (.) that satisfies efficient supply [that
is, 'r:Ie and 'r:I(y, tI, . .. , tN) E fee), y =1 if and 'Only if I..:l ei ;;::: 0] that does
not involve transfers when y = 0 and that is balanced [i.e., 'r:Ie and 'r:I(y, tI, .

·., tN)E fee), I..:lti =0].
5. Explain why these results are satisfactory if one cares only about effi
ciency (efficient supply and not throwing money away) but much less sat
isfactory if one cares about a "fair" sharing of the cost of the public good.

Question 46

Consider an environment with three individuals (1, 2, and 3) and five out
comes, A, B, C, D, and E. Individual 1 can be of two types, which we call el

and <PI. The same is true for individual 2, who can be of type ~or </h. Instead,
individual 3 has constant preferences. Individual preferences are as follows:

• Individu:al1's preferences are summarized by A > B > C > D > E when
she is of type eI, and by B > A > E > D > C w~en she is of type </Jl'

• Individual2's preferences are summarized by A > B > C > D > E when
she is of type (h, and by B > A > E > D > C when she is of type </h.
• Finally, individual3's preferences are summarized by E > D > C> B >
A.

The social-choice function f(·) is defined as follows:

1. Show thatf(·) is monotonic and satisfies No Veto Power and is therefore.
implementable in Nash equilibrium.

2. Show that it cannot be implemented in dominant strategies, however.
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Question 47

Consider an implementation setup without investment but with risk
sharing. Assume that the parties, a buyer and a seller, have the following
utility functions:

Ub[V(q, 8)-P]

us[P -c(q, 8)]

where Ub, v, and Us are increasing and concave functions, c is an increasing
and convex function, and v(q, 0) =0 and c(q, 0) =0 for all 8's. Contracting
takes place before 8 is known, and trade (P, q) after 8 has been observed
by both parties.

1. Describe the first best in this setup.

2. Assume that 8 is observable but not verifiable, and that the parties
cannot commit not to renegotiate but can contractually agree on message
contingent default options and allocations of the entire bargaining power
to one party. Construct a revelation game that implements the first best
Without equilibrium renegotiation.

3. Can a contract without messages but with equilibrium renegotiation
implement the first best? Interpret.

Question 48

Consider the contracting problem seen in sections 12.3.1 and 12.3.2, but,
rather than assuming

assume

1. Compute the first-best outcome.

2. What is the optimal option contract under the assumptions made by
Noldeke and Schmidt (1995)?

3. What happens if option contracts are not feasible because the buyer can
always claim that the seller failed to deliver the good, so that we are in the
at-will-contracting world of Hart and Moore (1988)?
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4. What would happen if, starting from a Hart-Moore world, "trade" rather
than "no trade" were to be the ex post disagreement outcome?

Question 49

Consider a buyer-seller model where the seller can make a costly invest
ment i in quality enhancement. Their respective payoff functions are

P-cq-i

for the seller, and

v(q,i)-P

for the buyer, where vqi > 0; that is, the effect of a rise in quality
enhancement on the buyer valuation v(·) is increasing in the quantity traded
q. In addition, P and c stand for price and marginal production cost, as in
Chapter 12.

Prices and quantities are assumed to be contractable, while quality is
observable but not contractable. The timing of the game is as follows: In
stage 0, the parties write an initial contract. In stage 1, the seller chooses i
(which then becomes a sunk cost). In stage 2, with probability 0.5, the buyer
can make an offer (P, q), while with the remaining probability 0.5 it is the
seller who can make an offer (P, q). Finally, in stage 3, the party who did
not make the offer in the previous stage can either accept the offer or
choose to stick to the initial contract.

1. Whatare the first-best levels of q and i?

2. What are the equilibrium levels of q and i in the absence of an initial
contract [or, equivalently, with an initial contract (Po, qo) = (0, O)]?

3. Suppose that the initial contract can only consist in a single pair (Po, qo).
What will the equilibrium contract be, as well as the associated quality
level?

4. Add now to the previous case the following at-will-contracting provision
for the buyer. First, when the seller makes the offer in stage 2, the buyer
can in stage 3 accept it, accept the initial contract (Po, qo), or choose to walk"
away, that is, choose outcome (0,0). Second, when the buyer makes the offer
in stage 2, the buyer can choose between (Po, qo) and (0,0) if the seller does
not accept the buyer's stage-2 offer. What is the impact of this at-will
contracting provision on the equilibrium q and i?
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5. Ifwe assume away direct externalities and have payoff functions v(q) 
P for the buyer and P - c(i)q - i for the seller [with c'(i) < 0], show that
choosing a single pair (Po, qo) as initial contract is now optimal.

Question 50

Consider a simplified version of the problem in Segal (1999a) and Hart and
Moore (1999), with only two widgets, widget 1 and widget 2. Widget 1 costs
the selier 0 to produce, while widget 2 costs the seller 1 to produce. Valua
tions are uncertain, however: in the "good state of nature," widget 1 gives
the buyer utility v > 1 while widget 2 gives her zero utility; the "bad state
of nature" is the opposite case, in that it is widget 2 that gives the buyer
utility v > 1 while widget 1 gives her zero utility (note that surplus is thus
higher in the good state). At investment cost P, the seller can induce a prob
ability i that the state of nature is good (and thus 1 - i that it is bad).

1. Derive the first best in this environment.

2. Assume that the buyer has full bargaining power in renegotiation. What
will be the investment level without the contract if payoffs are mutually
observable ex post?

3. Explain how a contract can induce the first best if widgets can be con
tractually identified by their number ex post and if the parties can commit
not to renegotiate the contract.

4. Assume widgets can be contractually identified by their number both ex
post and ex ante, but the parties cannot coriunit not to renegotiate the con
tract (and the buyer has full bargaining power in the renegotiation).To what
extent does contracting reduce the underinvestment of the seller relative
to the first best? (Following the lines of the proof detailed in section
12.3.4.2, look at the two following incentive constraints: the one where the
buyer considers claiming that the state is bad while it is in fact good, and
the one where the seller considers claiming the state is good while it is in
fact bad).

5. Discuss this result and compare it with Segal's result.

Question 51

Consider the Aghion-Tirole (1997) model described in Chapter 12. Assume
quadratic effort costs:
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1. Compute the principal's payoff with and without delegation. Derive the
comparative statics of the maximum of these two payoffs with respect to a
and {3. Discuss.

2. What is the effect of relaxing the assumption that a > O?

3. What is the effect of relaxing the assumption that, if uninformed, the
agent would not "choose a project at random"? Specifically, call rp < 0 the
principal's payoff from the agent's random choice, and rA > 0 the associated
agent's payoff. What is the outcome of the game under these assumptions?

Chapter 13

Question 52

Consider an agent with CARA utility function

-T/{w-ca2/z)-e

where W is monetary compensation and a is effort. Her certainty-equiva
lent reservation wage is woo Output q =a + £, where £ has a normal distri
bution N(O, d). Two risk-neutral principals (who do not observe a) are
interested in q: principal 1 gets a benefit B1q and principal 2 gets a benefit
B2q. The agent could be a government agency, and the principals could be
political interest groups.

1. Assuming that the principals can join forces and offer the agent a con
tract w = t + sq to maximize (B1 + B2)q, what is the optimal contract for
them (a) when they can observe and contract on a and (b) when they cannot
observe a?

2. Assume that each principal i independently offers a contract Wi = ti + Siq,

that contract offers are simultaneous, and that the agent can only either
accept both contracts [in which case she obtains t1 + t2 + (Sl + S2)q] or refuse
both. Compute the equilibrium level of Sl + S2, and compare it with the level
of S obtained in part 1. Discuss.

Question 53

Consider an agent who works for two risk-neutral principals (i =1,2) and
produces qi = ai + £i for principal i where ai is effort and the £/s are inde-
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pendently and normally distributed with mean 0 and variance (Jr. The
agent's utility function is

-11(w-ai!2-aV2)-e

where W is monetary compensation. Principals are restricted to making
simultaneous noncooperative contract offers that are linear in output levels.
The agent can qccept 0, 1, or both contracts. Her certainty-equivalent reser
vation wage is O.

1. Assume each principal can observe only his own output qi and thus offers
a contract Wi =ti + Siqi' Compute the Nash equilibrium contracts and effort
levels. How do they compare to the optimal contract where the principals
can join forces and offer contracts that maximize their joint payoff? Discuss.

2. Assume each principal can observe both output levels and thus offers a
contract Wi = ti + Siqi + nqj' Compute the equilibrium contracts and effort
levels. Compare with the solution in part 1.

Question 54

Consider a public project that a firm can build at cost 8 E [~, 0]. The firm
knows the realization of 8, but regional governments believe it to be dis
tributed according to a density f( 8) and cumulative distribution function
F(8) [with F(8)/f(8) nondecreasing in 8].

There are two regional governments (i =1, 2), with social benefit Si in
region i (positive or negative, depending on employment or environmental
considerations, for example). Each government i can set a (negative or pos
itive) transfer Ti that the firm receives if and only if it builds the project.

The firm's payoff is

u =d(T1 +Tz - 8)

where d =1 if the project is built and 0 otherwise. Government i's payoff
is

Vi =d[Si -(1+1l)~]+u/2

where Il is the shadow cost of public funds.

1. What is the first-best value 8* such that the project should be built if and
only if 8 ~ 8*?
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2. Assuming from now on that eis private information to the firm, con
sider first the case where the regional governments join forces and choose
T = Tl + Tz so as to maximize Vl + Vz. Derive the optimal transfer T and
the value (F such that the firm builds the project if and only if e~ ec

•

3. Now assume that the regional governments set the T/s noncooperatively.
Derive the equilibrium T/s and the value enc such that the firm builds the
project if and only if e ~ enc.

4. Discuss and compare the answers obtained in parts 1,2, and 3.
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in multitask case, 475-481
in single-task case, 473-475

Implicit labor contracts, 67-74
contracting with adverse selection, 71-74
contracting without adverse selection,
67-71

Incentive-compatibility constraints, 1, 16-17,
21-23,53-56,132,205,452-453,539

in auctions, 277-278
in bilateral trade, 249, 251-255
trade-off between insurance and
incentives, 23

Incentive contracting, 30-36. See also
Executive compensation packages; Teams;
Tournaments

adverse selection in, 31-34
market competition as incentive scheme,

636-641
moral hazard in, 34-36

Income taxation, 62-67
Incomplete contracts, 2, 36-42, 487-644
bilateral nonexclusive contracts in
presence of externalities, 611-630

competition as incentive scheme, 636-641
contracts as barrier to entry, 608-611
employment relation and, 489-498
ex post unverifiable actions and, 578-588
ex post unverifiable payoffs and, 588-597
financial structure and control, 521-549
Grossman-Hart-Moore (GHM)
incomplete-contract paradigm, 572,
587-588,599

holdup problem in, 552, 553-554, 561-578
implementation theory and, 39-40
literature notes, 551-552, 597-600, 641-644
market competition and, 601-644
ownership rights and, 37-39, 498-521
property-rights theory of firm and, 498-521
static adverse selection and, 601-608
subgame-perfect implementation of,
558-560,564-566

summary, 549-551, 597-600, 641-644
unverifiable information and, 553-600

Individual-rationality constraints, 17-18,
48-49,53-56,59-60,75,205,539-540

in bilateral trade, 245-255
efficient trade under, 245-248
inefficient trade under, 248-255

Information acquisition
incentives for, 180-181

Informational asymmetry. See also Moral
hazard; Private information

bilateral, 20-24
contractfug under, 24
in credit rationing, 60-62
moral hazard and, 20-34, 429-430
multilateral, 25-30

Informational monopoly power, 19
Informational rent, 32, 56, 205, 259
Informativeness principle, 169, 300
Informed-principal problem, 45, 99-100,

110-112. See also Moral hazard;
Signaling

Initial public offerings (IPOs), signaling
and,126-127

Institutional design. See Organizational
design

Insurance, 2
coinsurance,9-10,31,130-131
under moral hazard, 21, 129
with multiple contracts, 604-608
renegotiation and, 379-384
self-insurance, 34, 41~
with single contract, 602-604
static adverse selection and market
competition, 601-608

supplementary, 625
trade-off between incentives and, 23
unemployment, 7-11, 67-74
within-period, 33-34

Interim efficiency, 378
Intertemporal consumption smoothing, 404,

414
Intertemporal risk sharing, 419, 428
Introductory pricing, 127
Investment under risk, 2
Investor control, 529-531, 581, 584
Involuntary unemployment, 70-71
Ironing, 88-92

Laffer curve, 133-134
Laffont-Tirole model, 74-75
LDICs. See Local downward incentive

constraints (LDICs)
Least-cost separating equilibrium, 109-112,

125-126
Limited-liability constraints, 638-639
Limit (predatory) pricing, 127
Linear contracts, 137-142
cost-of-effort function in, 137-138
maximizing expected utility, 138-139
suboptimality of, 139-142

Linear pricing, 49-50
Liquidation, 196,545,637,638-640
Liquidity preferences
banking and, 397-402, 405-408
uncertain, 121-122
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Local downward incentive constraints
(LDICs), 78-81, 83-85

Local upward incentive constraints
(LUICs),79-81

Long-term contracts, 2, 23. See also
Incomplete contracts; Insurance;
Renegotiation

complexity of, 424-426
and dynamic adverse selection, 368,
377-384

and dynamic moraLhazard, 450-461
gains from enduring relations, 431--449

Loss of control, 30, 351-360
LUICs. See Local upward incentive

constraints (LUICs)

Managerial compensation. See Executive
compensation packages

Mandatory-disclosure laws, 24,176,178,
180-186,197-198

connection between market manipulation
and, 189-190

incentives for information acquisition,
180-181

potential costs of, 196
Marginal tax rates, 65-67
Market-clearing wages, 16
Market competition, 601-644
with bilateral nonexclusive contracts in
presence of externalities, 611-630

contracts as barrier to entry, 608-611
as incentive scheme, 636-641
literature notes, 641-644
principal-agent pairs and, 630-636
static adverse selection and, 601-608
summary, 641-644

Maskin schemes, 40, 337-338, 553,
555-557

Maskin-Tirole informed-principal problem,
110-112

Maximum deterrence, 345-346, 348
Mechanism design, 290-291, 554, 572
Memory

of consumption, 427-428
in contracts, 421, 424
of wages, 427

Menu auctions, in bidding games, 628-630
Mirrlees contracts, 304-305, 433-434
Mixed bundling, 200-201, 202, 233
Mixed-strategy contracts, 381
MLRP. See Monotone likelihood ratio

property (MLRP)
Modigliani-Miller theorem, 112-113,

120-121
Monitored-savings scenario, 426-429

Monopolies
bargaining/durable-good monopoly

problem and, 365-366, 371-373, 415
Coase theorem and, 7, 250, 369-379, 501,
505

competition as incentive scheme and,
636-641

informational monopoly power, 19
multiproduct monopoly problem, 199-216
regulation of natural, 74-77

Monotone likelihood ratio property
(MLRP), 147-148, 151-152, 156, 164-166,
169,310,462-463

Monotonicity
in bilateral trading, 244
implementation problem and, 83-85
optimization problem and, 87-88
unverifiable information and, 555, 558

Moral hazard, 2. See also Dynamic moral
hazard

in bilateral contracting, 20-24, 129-170,
228-232

Borch rule and, 130-131, 135-136, 143-145
combining with adverse selection, 228-232
debt financing under, 162-168
described,14-15
in dynamic contracting, 34-35
efficiency wage models, 134
in executive compensation packages,
157-162,217-218,455-456

first-best outcome, 130-132, 140, 148-152,
305-311

Grossman-Hart approach to, 152-157
insurance and, 21, 129
Laffer curve effect and, 133-134
linear contracts and, 137-142
literature notes, 169-170,233-235,362-363
in managerial incentive schemes, 157-162,
218-223

multidimensional,216-232,233-235
in multilateral contracting, 25, 238, 297-363
optimality of debt financing, 162-168
in organizations, 29-30
renegotiation and, 450-461, 484
second-best outcome, 130-133, 142-148
shirking and, 134-135
summary, 168-169,233-235,360-362
in teams, 27-30, 238, 297-298, 299-315, 563
in tournaments, 28-29, 298, 300-301,
316-326

value of information and, 136-137
Multiagent situations, 326-338. See also

Supervision; Teams; Tournaments
collusion among agents in, 331-338
incentives for cooperation in, 298, 326-330
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Multilateral contracting. See Static
multilateral contracting

Mutually efficient renegotiation, 365-366,
370-371

Nash implementation, 39-40, 553, 555-557,
559,597

Nexus of contracts, 40
Noncontingent control, 584-585
Nonexclusive contracts, 40-41
No-slavery constraint, 18
Null contracts, 563

Offer game, 613, 614-620, 642
sequential, 623-628
simultaneous, 614-623

One-shot contracting. See Spot contracting
Optimal control allocation, 523
Optimal income taxation, 62-67
Optimal nonlinear pricing, 52-56
Option contracts, 35, 484, 566, 567-569
OrgaIrizational design, 489-552
hierarchies and, 351-360
supervision and, 298, 351-360

Outside-option principle, 566
Overemployment, 73
Overinsurance, 612
Ownership
defining, 499
and property-rights theory of the firm,
498-521

Ownership allocation, defining, 501-502
Ownership tights, 2

equilibrium ownership structures and,
506-512

incomplete contracts and, 37-39, 498-521

Pairwise proofness, 619
Pareto-improving renegotiation, 368,

377-379,390-394,415,563,565,575,577,
578,632

Partnerships
arbitrary partnership contracts, 302
defined, 301-302
repeated partnership games, 484-485

Passive beliefs, 618-620, 623, 642
PBE. See Perfect Bayesian equilibrium

(PBE)
Pecking-order theory of finance, 118,

126-127
Penalty for delayed trade, 566
Perfect Bayesian equilibrium (PBE),

102-106,618
Maskin-Tirole informed-principal problem

and, 110-112

mixed-strategy, 183-184
pooling, 104,105-106, 108
pure-strategy, 181-183
semiseparating, 104, 106
separating, 104-105, 109-110

Perfect price discrimination, 48-49
Piece-rate pay system, 317-318, 324, 328,

419
Pooling contracts, 391-392, 394
Pooling equilibrium, 104, 105-106, 108, 116,

605,607
Price-cap scheme, 75
Pricing

advertising and, 127
introductory, 127
limit (predatory), 127
optimal nonlinear, 52-56
perfect price discrimination, 48-49

Principal-agent pairs, 630-636, 643
Bertrand equilibrium and, 631-633, 636
Cournot equilibrium and, 631-633,
635-636,643

Principal-agent problem. See Adverse
selection; Moral hazard; Regulation;
Supervision

Privacy laws, 176
Private information, 1, 2, 171-198, 244. See

also Adverse selection
bilateral, 20-24
debt financing and, 190-197, 198

. about employee characteristics, 16-18
equity financing and, 172-190
literature notes, 197-198
mandatory-disclosure laws, 24, 176, 178,

180-186,189-190,197-198
summary, 197-198
unverifiable information, 172-173, 553-599
verifiable information, 173-178
voluntary disclosure of verifiable, 172-178,
197

voluntary nondisclosure, 178-180, 186-190
Privately observable contracts, simultaneous

offer game and, 617-620
Promotion schemes, 28-29
Property-rights theory of the firm, 2,

498-521,551-552
equilibrium investment levels under
nonintegration,517-518

equilibrium investment levels under
vertical integration, 518-520

equilibrium ownership allocations, 521
equilibrium ownership structures and,
506-512

framework for complementary
investments, 500-515
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Property-rights theory of the fum (cant)
printer-publisher-bookseller integration,
512-514

publisher-printer integration, 499-500,
502-512

Shapley value and, 501-502, 503-504,
513-517

socially optimal investment levels, 517
substitutable investments and, 515-521
summary, 515

Publicly observable contracts, simultaneous
offer game and, 6144>17

Pure bundling, 200-201, 210, 214

Random contracts, 81-82
Rank-order tournaments, 28, 300-301, 311,

316
Ratchet effect, 32, 368, 373-375, 394-396,

415
Reactive equilibrium, 607-608
Real authority, 585-588
Recessions
implicit labor contracts and, 69
unemployment and, 8-9, 69, 73

Redistributive taxation, 62-67
Regulation, 388-396. See also Supervision

adverse selection in, 74-77
auditing in, 342-351
Pareto-improving renegotiation and,
390-394

Relational contracts, 2, 35-36, 461-471,
483-484

defined, 465
dynamic moral hazard and,461-471,
483-484

dynamic programming and, 465-467
employment relation and, 594-597
fully enforceable contracts versus, 467-468
pure adverse selection and, 468-471
pure moral hazard and, 468

Relative performance, 28-29, 315. See also
Teams; Tournaments

collusion and, 338-343
and cooperation or competition among
agents, 298, 326-338, 361

supervision and, 343-360
Renegotiation, 2, 31, 33, 36, 365, 540-549
in complex contracting environments,

574-577
of debt financing, 540-549
in dynamic adverse selection, 365-366,
370-371,377-384,390-394,415

in dynamic moral hazard, 450-461
insurance and, 379-384
moral hazard and, 450-461, 484

of sales contracts, 494-495
secret, 633-634
sequential input choice with, 381-383
unverifiable information and, 553-554,
597-598

when effort not observed by principal,
450-456

when effort observed by principal, 456-461
Renegotiation design, 563-566
Renegotiation-proofness principle, 31, 33,

365,377-384,415,421,429,451-454,467,
528-529,548-549,581

Renting
without commitment, 373-376
informational rent, 32, 56, 205, 259
sharing of rents, 253-254

Repeated bilateral contracting. See Dynamic
adverse selection; Dynamic moral hazard

Reservation prices, 249-250
Residual rights of control, 38, 499, 550
Revelation 'games, 39-40, 597
Revelation principle, 16-18
in bilateral trading, 244, 250-251
collusion-proof contracts and, 339
described, 16-17,241-242
in dynamic moral hazard, 451
equity financing and, 191
in optimal nonlinear pricing, 53-54
in repeated bilateral contracting, 365

Revenue equivalence theorem, 26, 271-276,
291

in 2 x 2 model, 285-290
in 2 x 3 model; 294-296

Sales contracts, 38, 490, 494-495, 497-498
Savings
free, 429-430
monitored,426-429

Screening, 2, 15, 45, 47-97. See also Adverse
selection

in credit rationing, 57-62
in implicit labor contracts, 67-74
in optimal income taxation, 62-67
in regulation, 74-77

Secret renegotiation, 633-634
Self-enforcement constraint, 3, 468-470
Self-insurance,34,419
Seller-employment contracts, 493, 496-497
Selling, without commitment, 371-373
Semiseparating contracts, 392-393
Semiseparating perfect Bayesian

equilibrium (PBE), 104, 106
Separating contracts, 391
Separating equilibrium, 104-105, 109-112,

115-116,125-126,606
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Sequential offer game, 623-628
Shapley value, 501-502, 503-504, 513-517
Sharing of rents, 253-254
Shirking, 134-135,306-311,439,462
Shocks. See Common shocks
Short-term contracts, 394-396, 415
Side contracting, 331-338
full, 333-338
lack of, 332-333

Signaling, 2, 15,45, 462. See also Adverse
selection

Cho-Kreps intuitive criterion, 107-110, 116,
607

in corporate financing and investment
decisions, 112-120, 126-127

in dividend policy, 120-125
education and worker productivity, 16,99,
100-106,126

in industrial organization, 127
Maskin-Tirole informed-principal problem,
110-112

Signal-to-noise ratio, 482
Simultaneous offer game, 6i4-623
and input provision to competing
downstream firms, 620-623

for privately observable contracts,
617-620

for publicly observable contracts, 614-617
Single-investor control, 583-584
Soft-budget-constraint problem, 367-368,

384-388,416-417
commitmentand,384-385
decentralization of credit and, 385-387
regulation and, 388-396, 415
risk taking and,387-388

Spanning condition, 156
Span of control, 30, 351-360
Specific-performance contracts, 563-566,

567-569
Spence-Mirrlees single-crossing condition,

54,78,94
Spot contracting, 32, 33-34, 371-373, 419,

420-430,493-494,497,589
bidding game and, 613-614, 628-630
ex post unverifiable payoffs and, 591-594
offer game and, 613, 614-628

Standard debt contract, 196, 198
Static bilateral contracting, 2-24, 45-235
adverse selection and, 15-20, 47-127
in bilateral trading, 243-261
exclusive, 40-41
incentive contracting, 41-42
moral hazard and, 20-24, 129-170,
228-232

with multilateral exchange, 40-42

nonexclusive, 40-41
under uncertainty, 7-14
without uncertainty, hidden information, or
hidden actions, 4-7

Static multilateral contracting, 2, 25-30,
237-363

adverse selection and, 25, 238, 239-296
moral hazard and, 25, 238, 297-363

Stock options. See Option contracts
Subgame-perfect implementation, 558-560,

564-566
Substitutable investments, 515-521
Supervision, 343-360. See also Regulation
auditing as, 342-351
and cheap-but-corruptible supervisors,
346-351

hierarchies and, 351-360
and honest-but-costly supervisors, 344-346,
348-351

loss of control in, 30, 351-360
organizational design and, 298, 351-360,
489-552

span of control in, 30, 351-360
Supplementary insurance, 625

Task arbitrage, 233
Taxes, 62-67
Teams. See also Tournaments

bonuses and, 304-305
budget breaking and, 30, 297-298, 299-300,
301-305,361

collusion and,331-338
first-best outcome with, 305-311
free riders and, 297
moral hazard in, 27-30, 238, 297-298,
299-315,564

observable individual outputs and,
311-315

unobservable individual outputs and,
301-311

Tender offers, 613
Termination threat, 384-388
Theory of the firm. See Property-rights

theory of the firm
Third-best contracts, in sequential offer

game, 626-627
Tournaments, 316-326, 361. See also Teams

moral hazard in, 28-29, 298,300-301,
316-326

rank-order, 28, 300-301, 311, 316
with risk-averse agents and common
shocks, 320-326

under risk neutrality and no common
shock, 316-320

Transactions cost economics, 551-552



724 Subjectlndex

Unbounded strategy sets, 557
Uncertain liquidity preferences, 121-122
Unemployment
booms and, 8-9
equilibrium, 16
involuntary, 70-71
recessions and, 8-9, 69,73

Unemployment insurance
implicit labor contracts and, 67-74
nature of, 7-11

Uniform tax rebates, 65-67
Unit deadweight cost'of borrowing,

122-123
Unraveling, 175-178
Unverifiable information, 172-173, 553-600

ex post unverifiable actions, 578-588
ex post unverifiable payoffs, 588-597
holdup problem, 560-578
literature notes, 597-600
Maskin's theorem, 555-557
Nash implementation, 39-40, 553, 555-557,
559,597

renegotiation and, 553-554, 597-598
subgame-perfect implementation, 558-560,
564-566

summary, 597-600

Venture capital, 527-531, 534
Verifiable information, 40, 172-178, 197
Vickrey auctions

asymmetrically distributed valuations in,
280-281

Bayesian equilibrium and, 270-271,
283-285

compared with English auctions, 268-269
described, 267
optimal auctions with correlated values,
276

optimal selling procedure in,275-276
revenue equivalence theorem and,
293-296

risk aversion and, 279-280
seller's expected revenue in, 285, 286, 288
winner's curse and, 283-285

Von Neumann-Morgenstern utility function,
1,10-14,239-240,279

Wage rigidity, 69-70
Weak no-veto power (WNVP), 555-557
Wealth constraints, 523-549

and contingent allocation of control,
523-534

and optimal debt contracts when
entrepreneur can divert cash flow,
534-549

Willingness-to-repay problem, 550-551
Winner's curse, 26, 283-285, 291-292, 293
Winner-take-all system, 318
WNVP. See Weak no-veto power

(WNVP)
Worker productivity, and education as

signal,16,99,100-106,126


